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ABSTRACT

The Whole Atmosphere Community Climate Model, version 4 (WACCM4), is used to investigate the

influence of stratospheric conditions on the development of sudden stratospheric warmings (SSWs). To this

end, targeted experiments are performed on selected modeled SSW events. Specifically, the model is reini-

tialized three weeks before a given SSW, relaxing the surface fluxes, winds, and temperature below 10 km to

the corresponding fields from the free-running simulation. Hence, the tropospheric wave evolution is un-

altered across the targeted experiments, but the stratosphere itself can evolve freely. The stratospheric zonal-

mean state is then altered 21 days prior to the selected SSWs and rerun with an ensemble of different initial

conditions. It is found that a given tropospheric evolution concomitant with the development of an SSW does

not uniquely determine the occurrence of an event and that the stratospheric conditions are relevant to the

subsequent evolution of the stratospheric flow toward an SSW, even for a fixed tropospheric evolution. It is

also shown that interpreting the meridional heat flux at 100 hPa as a proxy of the tropospheric injection of

wave activity into the stratosphere should be regarded with caution and that stratospheric dynamics critically

influence the heat flux at that altitude.

1. Introduction

Twice every three years on average, the strong cy-

clonic polar vortex that dominates the wintertime

stratospheric circulation in the extratropical Northern

Hemisphere is subject to one of the most impressive

dynamical events in the climate system: the so-called

sudden stratospheric warming (SSW) (Butler et al.

2015). During an SSW, the vortex is severely displaced

off the pole (i.e., a ‘‘displacement’’ event) or split into

two smaller vortices (i.e., a ‘‘split’’ event) in amatter of a

few days. Driven by enhanced planetary wave activity,

polar temperatures in the stratosphere increase several

tens of degrees, and the direction of the zonal-mean

winds reverses from westerly to easterly (e.g.,

Limpasuvan et al. 2004; Charlton and Polvani 2007).

The effects of SSW events are not limited to the polar

stratosphere, where they strongly impact the transport

and polar processing of chemical constituents (e.g.,

Manney et al. 2015); the strong circulation disruption

caused by SSWs also influences the response of the

mesosphere to particle precipitation (e.g., Holt et al.

2013), tropical stratospheric temperatures (e.g., Gómez-

Escolar et al. 2014), and tropical upper-tropospheric

intrusions of stratospheric air (e.g., Albers et al. 2016).

Temperature and wind anomalies during these events

descend from the stratosphere to the upper troposphere,

where they induce changes in the storm tracks andCorresponding author: Alvaro de la Cámara, acamara@ucar.edu
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impact surface weather for up to 2 months (Baldwin and

Dunkerton 2001; Thompson et al. 2002; Kolstad et al.

2015; Hitchcock and Simpson 2016). Indeed, seasonal

forecast systems have started exploring the enhanced

prediction skill in Europe and eastern North America

provided by this connection (Marshall and Scaife 2010;

Sigmond et al. 2013; Tripathi et al. 2015; Scaife

et al. 2016).

Our current understanding of the mechanism of SSWs

goes back toMatsuno (1971), who proposed that sudden

warmings are dynamical in origin and initiated by the

interaction of vertically propagating planetary waves

and the stratospheric mean flow. If the waves are suffi-

ciently intense, the vortex weakens and eventually the

zonal-mean wind reverses, initiating critical-layer in-

teraction. There are different possible reasons behind

the explosive growth of stratospheric wave activity that

ultimately triggers/accompanies an SSW. The most

often-invoked explanation is that anomalously intense

planetary waves are forced in the troposphere and

propagate into the stratosphere (Matsuno 1971; Polvani

andWaugh 2004; Harnik 2009; Ayarzagüena et al. 2011;
Nishii et al. 2009; Schneidereit et al. 2017; Díaz-Durán
et al. 2017). A variety of different tropospheric phe-

nomena have been shown to alter the stratospheric

planetary wave patterns and contribute to the occur-

rence of SSW events—for example, tropospheric blocking

(Martius et al. 2009;Woollings et al. 2010; Barriopedro and

Calvo 2014), El Niño–Southern Oscillation (Barriopedro

and Calvo 2014; Butler and Polvani 2011; Ineson and

Scaife 2009), and theMadden–Julian oscillation (Liu et al.

2014). A different explanation for the rapid increase in

wave fluxes during SSWs was proposed by Clark (1974),

who suggested that SSWs may be the result of nonlinear

resonant wave amplification within the stratosphere,

favored by particular stratospheric flow configurations

(see also Geisler 1974; Tung and Lindzen 1979; Plumb

1981; Smith 1989; Esler and Scott 2005; Matthewman

and Esler 2011; Esler andMatthewman 2011). From this

point of view, it is the vortex geometry that favors the

development of an SSW event, and no anomalously in-

tense tropospheric wave activity is needed to trigger the

event. There is recent observational evidence that the

vortex split of January 2009 may have been triggered by

this mechanism (Albers and Birner 2014). Indepen-

dently of the mechanism at work during a particular

SSW, the potential influence of the stratosphere itself on

the development of SSWs (sometimes referred to as

vortex preconditioning) (McIntyre 1982; Smith 1992;

Tripathi et al. 2015; Attard et al. 2016) is often obviated

in the diagnosis of SSWs. Within the framework of the

first mechanism, the lower stratosphere can act as a

‘‘valve’’ modulating the wave activity coming from the

troposphere (Chen and Robinson 1992; Scott and

Polvani 2004, 2006; Sjoberg andBirner 2014).Within the

context of the second mechanism, the stratospheric

flow configuration itself excites resonant growth of the

internal/external normal modes.

This paper investigates the role of the stratospheric

conditions prior to SSW events in a state-of-the-art cli-

mate model by addressing the following question: Does

the tropospheric forcing that accompanies an SSWevent

in the model inevitably determine its occurrence? This

question frames current efforts to deepen our un-

derstanding of the triggering mechanism of SSWs, with

the broader goal of exploring the numerical models’ skill

in predicting such events and improving subseasonal and

seasonal weather forecasts (Tripathi et al. 2015; Scaife

et al. 2016). From the forecasting perspective, while

some studies stress the key role of tropospheric wave

activity for successful predictions of SSWs (Sun et al.

2012; Taguchi 2014), Taguchi (2016) has shown that

skillful SSW forecasts depend on the ability of themodel

to predict the vortex geometry prior to the event, with

split events being more challenging than displacement

events. Using a multimodel ensemble approach to study

the predictability of the SSW of January 2013, Tripathi

et al. (2016) have found that while the models have a

reasonably good skill in forecasting the tropospheric

blocking that determined the tropospheric wave struc-

ture before the event, they still have limited skill in

forecasting the SSW. In a predictability study of the

SSW of January 2009, Noguchi et al. (2016) have sug-

gested that the stratospheric conditions may be modu-

lating to some extent the occurrence of this event.

The importance of stratospheric conditions in SSW

development has been highlighted in several studies that

employ simplified models to understand the funda-

mental dynamics of these events (Christiansen 1999;

Scott and Polvani 2004, 2006). For example, Smith

(1992) performed experiments with a primitive equation

model of the stratosphere, changing the stratospheric

conditions before two observed SSWs, but imposing

the observed wave evolution in the lower boundary

around 250hPa. Her results emphasize that the lower-

stratosphere winds are a better predictor of the SSWs

analyzed than the tropospheric wave activity. Sjoberg

and Birner (2014) used a modified version of the

Holton–Mass model (Holton and Mass 1976) to inves-

tigate the positive wave–mean flow feedback, by which a

wave activity convergence decelerates the zonal-mean

wind, further allowing the upward propagation of wave

activity. Their model configurations allowed a separa-

tion of the external and internal components of this

feedback; the external feedback allows the model to

draw wave activity upward from a limitless source below
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the model bottom layer, while the internal feedback

operates with the available wave activity within the

model domain. Their results showed that model states

with vacillation cycles (analogous to SSWs in this sim-

plified model) exist even when the feedback is con-

strained to the model interior. Recently, Hitchcock and

Haynes (2016) used a dry dynamical core model to in-

vestigate the stratospheric control on planetary waves

during a large number of SSWs. One of their main

conclusions is that the zonal-mean conditions in the

stratosphere significantly control the wave growth that

accompanies SSWs in their model but, also, that the

troposphere needs to be in a favorable state for this wave

amplification to occur.

In this paper, we test these ideas using the Whole

Atmosphere Community Climate Model, version 4

(WACCM4). We follow a case study approach per-

forming controlled experiments on modeled SSW

events. The main methodological advantage of working

with modeled SSWs, as opposed to observed SSWs, is

the ability to decompose the dynamical evolution in an

internally and physically consistent manner. Our ex-

periments start three weeks before the occurrence of

selected SSWs and are designed to maintain a fixed

tropospheric evolution while allowing the stratosphere

to evolve freely from different zonal-mean initial con-

ditions. The uniqueness of these experiments lies on the

isolation of the dynamical evolution of the stratosphere

from the tropospheric wave injection, allowing us to

separate the stratospheric control over the evolution of

the wave field (and consequently the mean flow) in a

comprehensive model. The six model cases analyzed

indicate that the stratospheric conditions have the abil-

ity to substantially modify the development of SSWs in

the model. However, the specific details of why this

happens are different for each event, which in turn jus-

tifies the case study approach. Our results also call for

caution with the widely used interpretation of the me-

ridional heat flux at 100 hPa as indicator of the tropo-

spheric wave injection into the stratosphere.

The remainder of the paper is organized as follows.

Section 2 briefly introduces the model and describes the

experimental setup. Section 3 presents results on six

modeled SSW cases and examines two of them in more

detail. The discussion and main conclusions are given in

sections 4 and 5, respectively.

2. Model description and performance

a. WACCM

The Whole Atmosphere Community Climate Model

(WACCM) is a state-of-the-art chemistry climate model

developed at the National Center for Atmospheric Re-

search (NCAR) and can be used as the atmospheric

component of the Community Earth System Model

(CESM). The version used in this study, WACCM4, has a

2.58 3 1.98 longitude–latitude grid, with the model top at

about 140-km altitude. The vertical resolution ranges from

1.1 to 1.4km in the troposphere and lower stratosphere to

3.5km in the upper mesosphere and lower thermosphere.

Garcia et al. (2007) and Marsh et al. (2013) provide a

complete description of the model, and latest modifica-

tions to the chemistry module and to the orographic

gravity wave drag scheme and their combined impact on

theAntarctic cold-pole bias can be found in Solomon et al.

(2015) and Garcia et al. (2017).

In this study, we use WACCM simulations performed

for the Chemistry Climate Model Initiative (CCMI) ex-

ercise. In particular, we use four members of an ensemble

with the REFC1 configuration, each of which is run over

60yr (1955–2014) with prescribed sea surface tempera-

tures from the Hadley Centre Sea Ice and Sea Surface

Temperature dataset (HadISST; Rayner et al. 2003), and

interactive chemistry. We will refer to these runs as base

runs. For completeness, note that the base runs are the

same set ofWACCM simulations analyzed in Garcia et al.

(2017) (where they are called REFC1-ORO), and they

present a very good intraseasonal distribution of SSWs as

compared to the reanalysis (Garcia et al. 2017).

b. Experimental setup

To explore the sensitivity of SSW events to the

stratospheric-flow configuration, we perform model ex-

periments with fixed tropospheric evolution (nudged

winds and temperature in the troposphere) and varying

stratospheric initial conditions. The experiments are

performed with interactive chemistry to be consistent

with the base runs, but there is no particular advantage

in using a chemistry climate model for the purposes of

this study. The procedure is as follows: We select dif-

ferent SSW events from the WACCM base runs; for

each SSW selected, themodel is restarted 21 days before

the warming and run for 35 days, relaxing the winds and

temperature below 10km and the surface fluxes every

time step to the corresponding base-run hourly fields;

these will be our control runs (CTL). The choice of re-

starting the model 21 days before an SSW is motivated

by the time scales of the wave forcing associated with the

development of SSWs, which are typically longer than

10 days (Polvani and Waugh 2004; Sjoberg and Birner

2012). The nudging strength is given by a relaxation time

of 50 h. We have checked that the nudging process does

not introduce significant changes to the simulation of the

SSW and found the SSW cycle in CTL and in the base

run to be practically identical. Details on the nudging

SEPTEMBER 2017 DE LA CÁMARA ET AL . 2859



procedure in WACCM can be found in Smith et al.

(2017). It is important to remark that the nudging con-

figuration in WACCM is built in such a way that the lid

of the nudging region has to be a constant log-pressure

altitude. Thus, our choice of locating the lid at 10 km

ensures that the extratropical tropopause lies within this

nudged region. Results obtained selecting a different

top nudging altitude will be discussed in section 4.

For each SSW, a set of sensitivity experiments is then

performed. The setup is similar to CTL, but this time we

modify the initial stratospheric state, that is, 21 days

before the SSW. We remark that the purpose is not to

investigate the sensitivity to particular perturbations but

to test themore qualitative assertion that the state of the

stratosphere can influence the dynamical evolution into

SSWs. A simple way to achieve this is by adding to the

initial state a zonally symmetric zonal wind Du and

temperature DT in gradient wind balance:
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where a is Earth’s radius, f is theCoriolis parameter, andu0
is the initial, unmodified zonal-mean zonal wind.

The zonal-mean wind change specified by Eq. (1) is a

Gaussian in latitude f and log-pressure height z, with pa-

rameters (fc,Df) and (zc,Dz), respectively, andmaximum

amplitudeDum. By altering the initial state with a balanced
field, it is ensured that the model does not experience any

fast adjustment at the beginning of the simulations (not

shown). In addition, the longitudinal symmetry of Du in

Eq. (1) guarantees initial continuity of the wave field be-

tween the nudged and the free-evolving region.

Section 3 analyzes 18 experiments performed on six

different SSW events: three displacements and three

splits. Table 1 summarizes the combination of parame-

ter values (Dum, fc, Df, zc, Dz) used in the experiments

performed.1 Basically, the location of the Gaussian

center and the width and depth of Gaussian are varied

for each experiment. Note that half the experiments

have positive wind perturbations and half negative. The

magnitude of Dum was chosen to be 610m s21 after

finding that smaller values (e.g., Dum 5 65ms21) did

not disrupt the occurrence of the SSW in a sufficient

number of experiments. The relatively large values of

Dum required to disrupt SSWs follow from the strong

constraints in our model setup, where the tropospheric

fields are nudged to a particular evolution. We discuss

further the magnitude of these changes to the initial

fields and their success in altering the initial wave

propagation conditions in section 4.

3. Case studies

a. A displacement event

The first case study is a February displacement event.

Figure 1 shows the initial conditions in the zonal-mean

zonal wind and temperature for the control experiment

of this event (herein CTL-D1), together with one set of

zonal wind and temperature perturbations (the one

corresponding to the first column of Table 1; i.e.,

experiment 11).

Figure 2a shows the time–height section of the zonal-

mean wind at 608N, denotedU60N, and the standardized

anomalies of the vertical component of the EP flux Fz

averaged over 458–758N for CTL-D1. The standardiza-

tion of Fz aims at highlighting significant anomalies at

different altitudes, and it is carried out by dividing at

each point the daily anomalies by the daily climatolog-

ical standard deviation s. The zonal winds in the upper

stratosphere have two deceleration periods: one at

around two weeks before the warming, and the other a

few days before the central date of the warming. The

midstratospheric winds, on the other hand, follow a

smoother evolution with a gradual deceleration starting

10 days before the central date. As happens in many

displacement SSWs, the easterlies in this event appear at

upper levels first and propagate downward in a matter

of a few days (Charlton and Polvani 2007). The evolu-

tion of Fz presents strong positive anomalies during the

whole 20-day period before the SSW, usually larger than

0.5s. Particularly large are the values in the upper

stratosphere and lower mesosphere (40–60-km height)

around days25 to22, which occur simultaneously with

the beginning of the wind deceleration at those altitudes.

Figure 2b compares the time series of U60N at 10 hPa

for the control run (CTL-D1, thick black line) with 18

experiments, all having different initial conditions in the

stratosphere, as reported in Table 1. We have sorted the

experiments in two groups according to whether an SSW

occurs2 (red lines) or fails to develop (blue lines). Notice

1 Note that taking two different values for each of the five vari-

ables (Dum, fc, Df, zc, Dz) results in a total of 32 possible combi-

nations. The 18 combinations used in this study have been selected

arbitrarily.

2 To determine the occurrence of an SSW, we simply check

whether U60N at 10 hPa crosses the zero-wind line for periods

longer than 1 day.
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that the latter group is composed of six experiments, all

of them having an initial maximum perturbation am-

plitude of Dum 5 210m s21 (specifically, experiments

21–25 and 28 in Table 1). In the following, we will

compute composites of different variables for the set of

experiments that produce an SSW and the set that fails

to produce one and analyze the differences. These

composites will be referred to as SSW-CD1 and noSSW-

CD1, respectively.

Figures 3a and 3b shows time–height evolutions of

U60N and Fz anomalies similar to Fig. 2a, but for the

composites SSW-CD1 and noSSW-CD1. Also shown

are Fz plots for single zonal wavenumber: s5 1 (Figs. 3c,

d) and s 5 2 (Figs. 3e,f). The composite evolution of

U60N as a function of height for SSW-CD1 is quite sim-

ilar to CTL-D1 (Fig. 2a), unlike the evolution in the

noSSW-CD1 composite. In the latter, the upper-

stratospheric winds do not decelerate starting around

day 215 (they actually accelerate) and follow a rather

different evolution. This is also apparent in the Fz

anomaly field; while in SSW-CD1 the strong positive Fz

anomalies drive the wind deceleration at around

day215 (similarly to CTL-D1, Fig. 2a), in noSSW-CD1

the Fz anomalies are much attenuated. The persistent

positive Fz anomalies during the 20-day period before

the warming in SSW-CD1 are mainly due to the wave-1

component (Fig. 3c), though a couple of wave-2 events

also contribute (Fig. 3e). The first of these wave-2 events

has a peak value over 2.75s and is a main contributor of

the wind deceleration starting at day 215. The second

wave-2 event has a peak value of 0.75s localized in the

mid- to upper stratosphere (30–50 km) during the de-

velopment of the SSW. It is clear from Figs. 2 and 3 that

the paths followed by the SSW-CD1 and noSSW-CD1

composites diverge from each other early in the simu-

lations. A plausible hypothesis is then that the changes

in wind configuration in the lower stratosphere at the

beginning of the runs give rise to significant changes in

wave–mean flow interactions. In fact, the composite

wind in the lower stratosphere has a very different ver-

tical shear in SSW-CD1 and noSSW-CD1, and the ver-

tical penetration of the wave-1 component is much

deeper in the former than in the latter composites during

the first 10 days of the experiments (Figs. 3c and 3d).

To further explore this hypothesis, Fig. 4 shows

composite EP flux diagrams at different days (from

day 220 to 210). First, while the zonal-mean winds

above 30km are relatively similar in days 220 and 218

TABLE 1. Values of the parameters of the Gaussian-shaped wind initial perturbation used in the model experiments. Experiments 11–19

have positive winds, and experiments 21–29 have negative winds.

Expt

11 21 12 22 13 23 14 24 15 25 16 26 17 27 18 28 19 29

Dum (m s21) 10 210 10 210 10 210 10 210 10 210 10 210 10 210 10 210 10 210

fc (8N) 60 60 45 45 60 60 45 60 45

Df (8) 30 15 15 30 30 30 30 30 30

zc (km) 35 35 35 35 35 50 50 50 50

Dz (km) 25 25 25 25 40 25 25 40 40

FIG. 1. Initial zonal-mean profiles of (a) zonal wind (m s21) and (b) temperature (K) in the displacement event analyzed in section 3a

(CTL-D1). (c) Zonal-mean perturbations to the initial conditions of zonal wind (contours; m s21) and temperature (shading; K) for

experiment 11. See text and Table 1 for details.
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in the two sets of experiments, in the polar lower

stratosphere the winds have a stronger westerly com-

ponent in SSW-CD1 than in noSSW-CD1, consistent

with the imposed anomalies. Indeed, an easterly

anomaly grows during these days in the lower polar

stratosphere in both composites, but while it fades away

and the westerlies resume in SSW-CD1 (Fig. 4a), the

easterly anomaly lasts until day 212 in noSSW-CD1.

This different flow configuration in the lower strato-

sphere has a strong impact on the wave driving. For

SSW-CD1 (Fig. 4a), a strong negative EP flux di-

vergence at 40–50 km from day 216 to day 212 is as-

sociated with a deceleration of the upper-level winds,

and it aligns the jet more vertically over the pole. By

day 210 the westerly jet maximum has moved down-

ward and poleward (40-km height and 758N), a config-

uration identified in previous studies as preconditioned

to subsequent SSW triggering (e.g., Smith 1992). For

noSSW-CD1 (Fig. 4b), the upward-propagating waves

are deflected toward lower latitudes by the easterly

winds in the lower stratosphere, and the strong wave

driving present in SSW-CD1 in the polar latitudes at

day 214 and on does not appear here. As a result, the

upper-level winds in noSSW-CD1 do not decelerate, and

the jet is in a completely different vertical and latitudinal

configuration by day 210.

Figure 5 shows the times series of Fz at 300, 100, and

10hPa for CTL-D1 and each of the experiments.We note

that these are not anomalies with respect to the clima-

tology; they are the actual Fz time series. The 300-hPa

level is located in the upper troposphere below 10 km—

thus, in the nudging region. Consequently, all time series

at 300hPa present virtually identical evolutions. Clear

differences arise already at 100hPa despite the very

similar Fz below, including the sudden growth of Fz in

CTL-D1 and the experiments with warming at day22 to

values up to 2 times as large as in the experiments without

warming. This can be regarded as an example of the in-

ternal feedback discussed by Sjoberg and Birner (2014) in

the context of the Holton–Mass model, whereby a fa-

vorable mean state enhances the upward flux of wave

activity available within the model domain.3 That is, the

different stratospheric zonal-mean states in SSW-CD1

and noSSW-CD1 condition Fz at 100hPa. At 10hPa,

differences between the two sets of experiments are

sharper from day 215. These results emphasize the nec-

essary role of the stratospheric basic flow on the differing

evolutions of the wave fields in the experiments analyzed.

b. A split event

The next case is a January split event. Figure 6a dis-

plays the time–height evolution of U60N and the stan-

dardized anomalies of Fz averaged over 458–758N for the

split-event control case, CTL-S1. The profile shows a

strong deceleration of stratospheric winds for about a

week starting 17 days before the sudden warming, which

ends with the development of rather intense upper-

stratospheric easterlies (peak of 225ms21, day 29)

and a zero-wind line located at about 40-km height from

10 to 5 days before the warming. After this event, the

upper-stratospheric westerly winds slowly recover, and

the 10-hPa winds start decelerating at day24 during the

onset of the SSWevent. There are two distinct periods of

upward-propagating wave fluxes in the stratosphere

during this 20-day interval preceding the SSW. The first

one extends throughout the whole depth of the

FIG. 2. (a) Time–height evolution of the zonal-mean wind

(contours) at 608N, and the standardized anomalies of the EP flux

vertical component (shading) averaged over 458–758N, for CTL-

D1. Contour interval is 5 m s21, with the zero-wind line in bold; Fz

units are multiples of 1s, with a 0.3s interval starting at 60.15s.

(b) Zonal-mean zonal wind (m s21) at 608N and 10 hPa as a func-

tion of time lag about the SSW central date in CTL-D1 (thick black

line). Light red (blue) shading represents61s around the mean of

experiments with (without) an SSW.

3 In the context of our model experiments, we interpret this

feedback as an ‘‘internal’’ process in the stratosphere since the

wave activity flux Fz in the troposphere is the same in all the ex-

periments for a given SSW case.
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stratosphere and coincides with the development of the

upper-level easterlies, likely producing the associated

deceleration. The second one is much shallower and is

related to the SSW itself. The positive Fz anomalies

appear first in the upper troposphere/lower stratosphere

at day 27 and then propagate upward.

Figure 6b compares the time series ofU60N at 10 hPa

for CTL-S1 (thick black line) with 18 experiments (see

Table 1). In this set of experiments, 10 recover the

SSW with the central date delayed about 1 day (red

lines) and 8 of them do not simulate the SSW (blue

lines; these latter are experiments 11 and 13–19 in

Table 1). In this SSW case, the sign of the initial wind

alterations in the experiments with no warming is

positive, opposite to that in the displacement case

study analyzed in the previous section (Fig. 2b). Aside

from the different wind magnitude of the two sets

of experiments, U60N presents a similar timing and

magnitude of acceleration and deceleration in all the

experiments until day 25.

The horizontal dynamical evolution of the vortex

during the experiments can be analyzed with potential

vorticity maps. Figure 7 shows the vortex edge at 850K

(around 30-km altitude), identified as the 36 potential

vorticity unit (PVU; 1 PVU 5 1026Kkg21m2 s21) iso-

line of the generalized potential vorticity (PV) (Müller
and Günther 2003) for different days of the simulations.

Despite the differences in zonal-mean winds (Fig. 6b),

the vortices in CTL-S1 and all experiments display very

similar shapes until day210. Larger differences show up

from day 26 onward, when CTL-S1 transitions to an

elongated, ‘‘pinched’’ vortex (day24), and finally a split

(day 0). While the vortices in the experiments with SSW

are located in the Western Hemisphere over northern

North America and experience a massive loss of vortex

area from days 26 to 0, the vortices without SSW keep

FIG. 3. As in Fig. 2a, but for the composites (a),(c),(e) SSW-CD1 and (b),(d),(f) noSSW-CD1. (top) Total Fz

anomaly, (middle) wave-1 (s 5 1) component, and (bottom) wave-2 (s 5 2) component of Fz anomaly.
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their northern Eurasia location and maintain a more

coherent structure until day 0. Although there are dif-

ferences in the strength of the winds at 608N and 10hPa

among the two sets of experiments (i.e., with and with-

out an SSW) due to the initial conditions, the differences

in vortex shape and location are quite subtle right until

the deceleration of the midstratospheric winds starts at

around day 26 (Fig. 6b).

As in the previous case study, we next perform a

composite analysis, and the composites for the experi-

ments with and without the warming will be referred to

as SSW-CS1 and noSSW-CS1, respectively. Figure 8

FIG. 4. Composites of EP flux diagrams (latitude–height) for (a) SSW-CD1 and (b) noSSW-CD1, at different time lags as indicated.

Arrows are EP flux vectors. Contours are zonal-mean zonal wind (contour interval is 10m s21, starting at65m s21), and the thick black

line is the zero-wind line. Shading shows EP flux divergence weighted by the inverse of roacosf [i.e., wave forcing, with ro 5 ro(z) the

background density; m s21 day21).
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(top) displays the time–height evolution of the winds at

608N and Fz anomalies composited for the two sets of

experiments. The winds are a bit stronger in noSSW-

CS1 throughout the column during the first few days,

consistent with the imposed changes to the initial con-

ditions. In spite of this, from days 220 to 210 the evo-

lutions of U60N and Fz are very similar in the two

composites, as well as similar to CTL-S1 (Fig. 6a).

However, there are remarkable differences starting at

around day 27. We do see the upward wave event that

starts in the lower stratosphere at day 27 in both com-

posites. However, while in SSW-CS1 it follows a similar

evolution to CTL-S1, albeit weaker in magnitude (see

Fig. 6b), in noSSW-CS1 its vertical penetration decays at

around day 24 and there is no burst of stratospheric

wave activity anomalies from that day on. The middle

and bottom panels of Fig. 8 show similar plots but for the

zonal wavenumbers s 5 1 and s 5 2, respectively. The

first wave event has a strong s 5 1 component, while

the wave event that triggers/accompanies the sudden

warming is clearly dominated by the s 5 2 component,

consistent with a splitting vortex. And again, the mag-

nitude and vertical extension of this last wave-2 event is

larger in SSW-CS1 than in noSSW-CS1.

Figure 9 displays the time series of Fz at different al-

titudes for CTL-S1 and the corresponding experiments.

Consistent with the experimental setup, the evolution of

Fz at 300 hPa is similar in SSW-CS1 and noSSW-CS1,

albeit small differences are evident. The 100-hPa fluxes

are modified throughout the evolution of the runs, and a

large difference appears right before day 0; in CTL-S1

and experiments with SSW (red lines) the wave event

peaking at day 24 extends in time past day 0, but in the

experiments without SSW (blue lines) the event decays

FIG. 6. As in Fig. 2, but for CTL-S1.

FIG. 5. Time series of the vertical component of the EP flux

(kg s22), averaged over 458–758N, for the experiments on the D1

case, at (a) 10, (b) 100, and (c) 300 hPa. Experiments with and

without the sudden warming are colored in red and blue, re-

spectively, and the control run is in black.
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right after the peak. Since all the experiments have a

very similar upper-tropospheric wave flux (Fig. 9c), we

can infer that the above stratospheric differences are of

stratospheric origin. The ultimate causes of the dispar-

ities are perhaps not as clear as in the displacement case

analyzed in the previous subsection. Figure 10 shows EP

flux diagrams (s 5 2 component) at different days from

day 210 to day 21 for the two sets of experiments.

There are two noticeable features in these plots. The

first is the longer persistence of the upper-stratosphere

easterly event in SSW-CS1, as noted in the discussion of

Fig. 8. By the end of this event at day 24, the noSSW-

CS1 composite presents a stronger jet structure at 608–
758N, particularly in the lower stratosphere, which can

channel the waves upward and away from high latitudes.

Indeed, the wave forcing (negative EP flux divergence)

in the midstratosphere (608–758N, 30–3hPa) is stronger

at days 22 and 21 for the SSW-CS1 composite, trig-

gering the sudden warming.

The second noticeable feature is the lack of clear ev-

idence explaining why the EP fluxes are larger in SSW-

CS1 than in noSSW-CS1 at day 22 and 21 between 20

and 40km, given that all the experiments have a similar

tropospheric forcing (Fig. 9c). It is possible that the

larger fluxes in SSW-CS1 arise from local instabilities in

the lower stratosphere, but the narrow band of EP flux

divergence above 10km shows very similar values in

both composites. It is also possible that the highly

distorted vortex during these days reaches a geometry

that favors resonant wave growth, as suggested by

Matthewman and Esler (2011) (we do see a ‘‘peanut

shaped’’ vortex for CTL-S1 at day22 in Fig. 7, but this is

not as clear in the experiments with a warming). Al-

though rigorous proofs of these possibilities are difficult

and beyond the scope of the paper, the essential role of

the stratosphere is clear in these tests, which in turn

confirms the hypothesis that the stratosphere is not just

passively responding to a given tropospheric forcing

during the development of an SSW.

c. Experiments on other SSW cases

In the previous subsections, we analyzed in some de-

tail the dynamics of model experiments for two SSW

cases and concluded that the occurrence of these two

SSWs is not uniquely determined by the tropospheric

evolution. This subsection describes additional experi-

ments that suggest this conclusion may be extrapolated

to other SSW events in our model. Figure 11 shows the

U60N evolution at 10 hPa of four other SSW cases, two

vortex displacements (D2 andD3) and two splits (S2 and

S3), and the corresponding evolutions for the model

experiments with wind and temperature changes to the

initial state given in Table 1. There are two commonal-

ities with the events previously analyzed. First, there are

FIG. 7. Vortex edge defined by the isoline of the 36-PVU Lait’s PV at 850K for CTL-S1 (black), experiments with SSW (red), and

experiments with no SSW (blue) for different days before the central day of the warming in CTL-S1.
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experiments that do not develop an SSW, although the

number varies among cases. And second, for each con-

trol SSW explored, the experiments that prevented the

SSW from occurring have the same sign of the wind

changes to the initial conditions; but across different

control SSWs the sign of those initial wind changes is not

the same. That is, it cannot generally be said that all

negative initial wind changes prevent the SSW; but for

each individual SSW there is a definitely signed wind

perturbation that can prevent it (negative for the three

displacements and one split and positive for two splits).

The left column in Fig. 12 displays the vertical evo-

lution of U60N and the standardized anomalies of Fz in

the CTL run for each case. These plots illustrate the

different wind and wave-field evolutions that lead to an

SSW in each case. For example, CTL-D2 (Fig. 12a)

presents a wind evolution somewhat similar to CTL-D1

(Fig. 2a) with intense winds in the stratopause region

(;50km) that strongly decelerate at around day25 and

negative winds showing up at upper levels first and in the

midstratosphere a few days later. On the other hand,

CTL-S2 presents a very different wind evolution with a

very shallow region of negative winds around the central

warming date. As expected, all warming events have in

common an enhanced positive anomaly of Fz starting a

few days before day 0 that typically exceeds 0.75s

(Figs. 12a,c,e,g), although the vertical depth, duration,

and intensity of these wave events are case dependent.

The right column in Fig. 12 shows the corresponding

noSSW composites and reveals the variety of reasons

why the warming does not develop in these experiments.

For example, noSSW-CD2 reproduces a strong wave

event that starts at around day23 that is consistent with

the wind deceleration throughout the stratosphere

(Fig. 12b), but neither the wave event nor the wind de-

celeration are as intense as in CTL-D2 (Fig. 12a), and

FIG. 8. As in Fig. 3, but for the S1 case study.
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the negative winds do not appear. A radically different

behavior appears in noSSW-CS2 (Fig. 12f), where the

anomalous wave event that accompanies the SSW in

CTL-S2 is not reproduced at all and the stratospheric

flow does not experience any deceleration.

The systematically weaker, or in the S2 case the ab-

sence of, positive Fz anomaly around lag 0 in the noSSW

composites of Figs. 3, 8, and 12 is a clear indication that

tropospheric wave injection is not the only factor de-

termining the stratospheric wave growth immediately

preceding an SSW (since the tropospheric wave flux is

nearly identical in all experiments for a given SSW case).

Processes such as the feedback between the mean flow

and the available wave activity flux internal to the

stratosphere, as described by Sjoberg and Birner (2014),

may be relevant to understand the wave growth during

SSWs in our model. In fact, the partial suppression of

this feedback in the experiments with no SSW, caused by

differences in the stratospheric mean flow, could explain

the above-mentioned weaker positive Fz anomalies in

the stratosphere around lag 0 in those experiments

(Fig. 12).

4. Discussion

The results of section 3 can be summarized by noting

that they highlight the important role of the stratosphere

in the development of the modeled SSWs studied. Al-

ternatively, one could argue that, despite relatively large

alterations to the stratospheric initial conditions, the

tropospheric forcing determines in great part the de-

velopment of these SSWs because over half of the

experiments analyzed in section 3 reproduce the SSW.

Although both conclusions appear valid, there are cer-

tain characteristics of the experimental setup that en-

courage us to interpret the results as first stated, that is,

emphasizing the importance of the stratospheric state.

From a technical point of view, we are able to do a

perfect bit-by-bit restart with WACCM, meaning that

exactly the same atmospheric evolution as the control

run is reproduced (and thus the development of the SSW

is guaranteed) unless something is changed in the ex-

periments. There are also a couple of important aspects

from a more physical point of view. First, we heavily

constrain the system by imposing the tropospheric

evolution (below 10km) that accompanies the SSWs

studied, which is known to influence the stratospheric

circulation variability, so if the occurrence of SSWs were

solely controlled by the tropospheric wave forcing we

would expect SSWs in all members. Second, the mag-

nitude of the wind changes imposed on the initial con-

ditions might seem large [Dum 5 610ms21 in Eq. (1)],

but these alterations may be changing weakly the (lin-

ear) wave propagation conditions. In fact, we noted in

section 2 that using Dum 565m s21 was not effective in

preventing the warming from happening in most in-

stances, which suggests that wind changes of this mag-

nitude and shape do not alter wave propagation

significantly. This can be illustrated by diagnosing the

s 5 0 (quasigeostrophic) index of refraction squared Q0

(Matsuno 1970). Figure 13 displays composites ofQ0 on

the first day of the runs for experiments with Dum5610

and 65m s21 and for CTL-S1. Note that the 18

FIG. 9. As in Fig. 5, but for the S1 case study.
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experiments performedwithDum565m s21 are similar

to those reported in Table 1 (except for the value of

Dum), and all of them produce SSWs in the S1 case. The

structure of Q0 is practically unchanged across all these

plots, and only subtle differences in magnitude are

present. This points out that, despite relatively large

wind and temperature changes in the initial conditions,

the differences in wave flux Fz between SSW-CS1 and

noSSW-CS1 composites analyzed in section 3 (Fig. 8)

arise from small differences in the initial linear wave

propagation conditions (Fig. 13). Further, this may also

be an indication that the onset of SSWs is highly non-

linear, and linear diagnostics such as the index of re-

fraction should be interpreted with caution.

All these aspects favor the occurrence of the warming

events in our experiments, so the fact that the events fail

to occur in a substantial number of experiments (only if

Dum 5 10ms21) implies that changing the stratospheric

FIG. 10. As in Fig. 4, but for the s 5 2 component of the EP flux for SSW-CS1 and noSSW-CS1 composites.

SEPTEMBER 2017 DE LA CÁMARA ET AL . 2869



state can truly alter the development of an SSW. Nev-

ertheless, we do not intend to dismiss the significance of

the tropospheric wave injection but, rather, point out

that a given tropospheric forcing without the ‘‘right’’

stratospheric state may not trigger an SSW, as suggested

by several previous studies (McIntyre 1982; Smith 1992;

Hitchcock andHaynes 2016). In this sense, the results by

Martius et al. (2009) are illustrative: while most of the

SSWs observed in the period 1957–2001 were preceded

by the occurrence of tropospheric blocking anticyclone

events, the opposite is not true: only 7% of blocking

events were associated with an SSW.Also, Tripathi et al.

(2016) noted that the models that forecast the SSW

more accurately had smaller lower-stratospheric initial

wind biases.

The search for tropospheric precursors to SSWs is

motivated to a large extent by the need to improve the

prediction skill of the models in seasonal and sub-

seasonal forecasts. A common practice is to interpret the

meridional heat flux (or, more generally, the vertical

component of the EP flux Fz) at 100 hPa as indicative of

incident wave activity from the troposphere into the

stratosphere. Here, we question this interpretation;

100 hPa at extratropical latitudes lies well within the

stratosphere, and the heat flux there is inevitably influ-

enced by the stratospheric circulation and not only by

wave propagation from below, as clearly demonstrated

in Figs. 5 and 9, where differences in Fz at 100 hPa are

identified between experiments with and without the

SSW despite the troposphere being strongly con-

strained. But how critical are those differences in the

heat flux at 100hPa for the events analyzed? To answer

this question, we have performed a few more experi-

ments using the initial conditions of the runs that did not

produce a sudden warming in each of the six events

studied (blue lines in Figs. 2b, 6b, and 11), but now

raising the nudging region up to 18 km (just above

100 hPa). The results for D1 and S1 cases are shown in

Fig. 14. The zonal-mean winds at 608N and 10hPa in the

experiments now present a very similar evolution to

the control runs for both events, and all experiments

develop an SSW (Figs. 14a,b). The behavior of Fz at

100 hPa is constrained by the nudging procedure

(Figs. 14e,f), and Fz at 10 hPa follows quite closely the

evolution in the control runs (Figs. 14c,d). Similar results

are obtained with CTL-D3 and CTL-S3, while two ex-

periments with CTL-D2 and nine with CTL-S2 with

nudging up to 18km still do not develop the warming

(not shown). This indicates that the chances of re-

producing the SSW are increased in our model if the

nudging region extends to 18km, but even this does not

determine entirely the occurrence of the warming in the

events studied.

We further explore the statistical connection between

the upper-tropospheric and the stratospheric wave ac-

tivity in WACCM by computing the squared coherence

FIG. 11. As in Figs. 2b and 6b, but for four other SSW events in WACCM.
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of the October–March times series of Fz (for zonal

wavenumbers 1 and 2) averaged over 458–758N at 300

and 100 hPa with the corresponding time series at dif-

ferent altitudes (Fig. 15). The squared coherence ex-

presses the amplitude of the cross spectrum of two time

series in dimensionless units (von Storch and Zwiers

1999). Being formally similar to a (squared) correlation

coefficient, it can help us elucidate the frequencies at

which the time series of Fz at 300 and 100 hPa maximize

the covariance with Fz at other pressure levels. The co-

herence has been computed separately for winters with

and without SSWs in all four WACCM base runs (240

simulated years in total), but the differences between

these two sets of winters are small (cf. Fig. 15a with

Fig. 15b and Fig. 15c with Fig. 15d). The squared co-

herence of Fz at 300hPa with Fz at all other altitudes

(Figs. 15a,b) has a value of 1 at 300 hPa, as expected,

with decreasing values above and below. In the strato-

sphere, we see that 1) the squared coherence is higher

for lower frequencies, particularly for periods longer

than 20 days, and 2) it decreases very rapidly in the lower

stratosphere, with values of around 0.2–0.4 at 100 hPa

FIG. 12. Time–height evolution of the zonal-mean wind (contours; interval is 10m s21) at 608N, and the stan-

dardized anomalies of the EP flux vertical component (shading; multiples of 1s) averaged over 458–758N for

(a) CTL-D2, (c) CTL-D3, (e) CTL-S2, and (g) CTL-S3 and for (b) noSSW-CD2, (d) noSSW-CD3, (f) noSSW-CS2,

and (h) noSSW-CS3.
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even for periods longer than 20 days. Insofar as this di-

agnostic can be interpreted as a measure of the ex-

plained variance at given frequencies, this result implies

that less than half of the variability of Fz at 100 hPa can

be attributed to its variability in the upper troposphere

(300 hPa). Figures 15c,d shows the cross spectra of Fz at

100 hPa with all other altitudes and clearly shows amuch

deeper connection of the flux at 100 hPa with the rest of

the stratosphere (squared coherence around 0.6–0.7 at

10 hPa for periods longer than 20 days). These numbers

are in fact very similar to those of Polvani and Waugh

(2004), who found a linear correlation coefficient of 0.55

between the 40-day-averagedmeridional heat flux at 100

and 300hPa (0.552 5 0.3, which is within our 0.2–0.4

range). This means the heat flux at 100 hPa is more

influenced by other processes (roughly 2/3 of variance

explained) than wave injection at 300 hPa (roughly 1/3

of variance explained). We note that even if the 100-hPa

fluxes were entirely determined by those at 300 hPa, the

coherence between these two levels would not neces-

sarily be close to 1, since a large fraction of the variance

at 300 hPa is due to waves that are vertically trapped

within the troposphere. However, these results together

with the experiments analyzed in section 3 confirm that

there is also variance at 100hPa that is not explained by

the 300-hPa fluxes. We finally point out that the fact that

the coherence between Fz at 300 and 100 hPa with other

stratospheric altitudes ramps up for periods between 10

and 20 days is consistent with the findings that SSWs are

associated with wave forcing with time scales longer

than 10 days (Sjoberg and Birner 2012).

5. Conclusions

In this paper, we have studied the sensitivity of sudden

stratospheric warmings to the stratospheric basic state

using the state-of-the-art climate model WACCM4. To

isolate stratospheric processes, we have conducted

model experiments in which the tropospheric evolution

that accompanies selected SSWs is imposed (nudging

winds and temperature below 10 km), but the strato-

sphere is allowed to evolve freely from different initial

conditions three weeks before the event in the control

runs. This way, the stratospheric control over the evo-

lution of the wave field (and consequently the mean

flow) is isolated for the first time in a comprehensive

climate model. Our strategy in designing the changes to

the initial conditions has been to modify the strato-

spheric zonal-mean state sufficiently to alter the wave

propagation conditions and wave–mean flow in-

teractions. That is why the zonal wind and temperature

changes imposed to the initial conditions are zonally

symmetric, in gradient wind balance, and of consider-

able magnitude (the zonal wind has a Gaussian shape in

FIG. 13. Refractive index squared for s5 0 (shading) and zonal-mean zonal wind (contour interval of 10m s21; thick cyan line represents

the zero-wind line) for different runs of the S1 case on the first day of the simulations. (a),(b) Composite of experiments with Dum 5110

and210m s21, respectively; (c),(d) composite of experiments with Dum515 and25m s21, respectively; and (e) CTL-S1. The refractive

index squared has been nondimensionalized by multiplication by Earth’s radius squared.
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latitude and altitude with a maximum magnitude of

610ms21 in a specific location). Because of the char-

acteristics of the tests, withmodeled SSWs as targets and

constrained tropospheric fields, we have found that such

apparently strong initial changes are needed to prevent

the SSW from occurring in a significant number of ex-

periments. However, we have shown that those initial

changes in the zonal wind and temperature only in-

troduce small alterations to the linear wave propagation

conditions as diagnosed by the refractive index squared.

We have performed experiments on six modeled

SSWs, and the results demonstrate that the stratospheric

flow influences significantly the subsequent develop-

ment of the SSWs studied. We have analyzed in detail

the dynamics in two of the events: one displacement and

one split (D1 and S1, respectively). In the case of the

displacement event D1, we have found that the different

stratospheric initial conditions introduced 21 days be-

fore the warming alter the evolution of the wave activity

flux Fz (i.e., the vertical component of the EP flux)

during the first few days of the model runs, inducing a

different stratospheric jet structure that does not lead

to a wave amplification and an SSW. In the case of the

split event S1, the differences between the experiments

with and without a warming are subtler. Both sets of

experiments behave similarly during the first 10 days of

the simulations. After that time, while the vortex in

some experiments evolves toward a highly distorted

configuration that eventually splits, the vortex in the

other experiments stays coherent for longer times.

FIG. 14. (top) Zonal-mean zonal wind at 608N and 10 hPa for (a) CTL-D1 and (b) CTL-S1 (black lines), and the

corresponding experiments that do not lead to the SSW when nudging up to 10 km (see Figs. 2b and 6b), but rising

the nudging region up to 18 km (red lines). (c)–(f) As in (a) and (b), but showing the corresponding Fz time series at

(middle) 10 and (bottom) 100 hPa.
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Another interesting feature is that the vertical evolution

of the wave activity is very similar in all the experiments

until around 2 days before the warming, when the

stratospheric wave-2 activity in the experiments with an

SSW experience a sudden growth that induces a much

stronger deceleration than in the experiments without a

warming. It is clear from the model setup that these

differences cannot arise from different tropospheric

wave forcing; thus, the state of the stratosphere is

playing a dominant role here. We have suggested that

differences in the strength of the internal feedback be-

tween the stratospheric mean flow and the wave activity

flux (Sjoberg and Birner 2014), caused by the different

stratospheric mean conditions, may explain the reported

differences in stratospheric wave activity flux and the

subsequent development of SSWs across experiments.

The outcomes of the other four events studied are

consistent with this conclusion and emphasize that the

details of how the changes to the initial conditions pre-

clude the SSWare different for each of the six cases. The

most striking evidence of this distinct behavior is the fact

that in two cases (both of them a split event) only pos-

itive initial wind perturbations are effective in prevent-

ing the SSW, while in the other four cases (three

displacements and one split) only negative initial wind

perturbations prevent the warming. Six events are not

enough to draw general conclusions in this regard, but it

would be interesting to investigate in a future study

whether displacement and split events are more sensi-

tive to a particular sign and structures of the initial wind

changes, perhaps connected with the different pre-

warming wind profiles observed for these two types of

events (Charlton and Polvani 2007; Albers and

Birner 2014).

We have also provided strong evidence pointing out

that the use of the meridional heat flux at 100 hPa as a

proxy for the tropospheric injection of wave activity into

the stratosphere might be misleading. Our results show

clearly that key differences arise in this variable at

100 hPa in experiments that do not reproduce the SSW,

even though the upper-tropospheric wave activity (at

300 hPa) is practically identical in the experiments that

FIG. 15. Coherence squared between the October–March time series of Fz (s5 1 and 2) averaged over 458–758N
at (a),(b) 300 and (c),(d) 100 hPa, and the corresponding time series at all altitudes, for (a),(c) winters with SSWand

(b),(d) winters without SSWs.
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reproduce and do not reproduce the warming. The fact

that the tropospheric upward wave activity is unchanged

across the experiments [absence of the external feed-

back as described by Sjoberg and Birner (2014)] stresses

the key role of processes within the stratosphere con-

trolling the wave fluxes at 100hPa. When the top of the

nudging region is placed at 18 km (instead of 10 km), a

larger number of experiments develop the SSW in the

six cases studied, but not all, which highlights the rele-

vance of stratospheric internal processes for the trig-

gering of these modeled SSW events. In a statistical

sense, we have shown that the common variability of the

vertical component of the EP flux at 300 hPa (upper

troposphere) and 100 hPa (lower stratosphere) is no

larger than 20%–40% in the northern winter for periods

longer than 20 days; and the common variability of Fz

between 300 and 10hPa is even smaller—about 10%.

On the other hand, the common variability of Fz be-

tween 100 and 10hPa goes up to 60%–70%, which partly

explains why a larger number of modeled experiments

reproduce the sudden warming when the 100-hPa level

lies within the nudging altitude range. We conclude that

Fz at 100hPa may be regarded as a symptom but not

necessarily a cause of SSWs, consistent with recent

studies using mechanistic models and reanalysis data

(Jucker 2016; Birner and Albers 2017).

The importance of the stratospheric flow in de-

termining the occurrence of SSW events implies that

model biases in the stratospheric winds may be relevant

in predictability studies, confirming previous sugges-

tions in this regard (Taguchi 2016; Tripathi et al. 2016;

Noguchi et al. 2016). There are also potential implica-

tions for seasonal forecasting. For example, one might

anticipate that a systematic model drift in forecast

models starting from a close-to-observed state, details of

parameterized processes such as gravity wave drag

(Albers and Birner 2014), or the inclusion of an in-

teractive chemistry model in seasonal forecasting sys-

tems, which can alter the stratospheric jet structure

through ozone–circulation feedbacks (McCormack et al.

2011; Albers et al. 2013; Cheung et al. 2014), could

condition the evolution of the vortex toward (or away

from) a configuration that favors the occurrence of a

sudden warming.
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