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Abstract The latest version of the Whole Atmosphere Community Climate Model (WACCM), which
includes a new chemistry scheme and an updated parameterization of orographic gravity waves, produces
temperature trends in the Antarctic lower stratosphere in excellent agreement with radiosonde observations
for 1969–1998 as regards magnitude, location, timing, and persistence. The maximum trend, reached in
November at 100 hPa, is�4.4 ± 2.8 K decade�1, which is a third smaller than the largest trend in the previous
version of WACCM. Comparison with a simulation without the updated orographic gravity wave
parameterization, together with analysis of the model’s thermodynamic budget, reveals that the reduced
trend is due to the effects of a stronger Brewer-Dobson circulation in the new simulations, which warms the
polar cap. The effects are both direct (a trend in adiabatic warming in late spring) and indirect (a smaller trend
in ozone, hence a smaller reduction in shortwave heating, due to the warmer environment).

1. Introduction

In the polar lower stratosphere of the Southern Hemisphere (SH), observations show a long-term cooling
in the last decades of the twentieth century [Thompson and Solomon, 2002, 2005; Randel et al., 2009],
which has been reproduced in general circulation models [e.g., Gillet and Thompson 2003]. Idealized simu-
lations have attributed most of the trend in austral spring to ozone depletion [e.g., McLandress et al., 2011;
Polvani et al., 2011]. The decrease in ozone leads to cooling, which enhances the meridional gradient of
temperature in the SH polar cap and intensifies the zonal-mean zonal winds in the stratosphere and even-
tually also in the troposphere. In fact, simulations indicate that the long-term cooling leads to a poleward
shift and strengthening of the tropospheric jet in austral summer [e.g., Swart and Fyfe, 2012; Lee and
Feldstein, 2013], with impacts on the variability of storm tracks [Yin, 2005; Grise et al., 2014], precipitation
[Fyfe et al., 2012; Previdi and Polvani, 2014], and the strength of the ocean circulation [Russell et al.,
2006; Bitz and Polvani, 2012]. Therefore, accurate modeling of past ozone and temperature changes in
the SH polar lower stratosphere is key for understanding their impacts on present SH climate and for pre-
dicting future changes.

The Chemistry-Climate Model Validation project (CCMVal-2) [Stratospheric Processes and their Role in Climate
Chemistry (SPARC) CCMVal, 2010] evaluated the simulation of temperature trends in chemistry-climate mod-
els and concluded that the ensemble mean temperature trend in the SH polar cap was too large over 1969–
1998 compared with observations by Thompson and Solomon [2002]. More recently, Young et al. [2013] com-
pared several data sets of radiosonde and satellite observations, including those analyzed by Thompson and
Solomon [2002] against ensemble mean trends from CCMVal-2 models and also from models that partici-
pated in CMIP5 (Coupled Model Inter-comparison Project, phase 5); they concluded that the ensemble mean
trends in the lower stratosphere SH polar cap derived from either ensemble were not statistically different
from observations, although there was large intermodel variability.

For the Whole Atmosphere Community Climate Model (WACCM), Calvo et al. [2012] reported a maximum
polar cap (65–90°S) average trend of �6.2 ± 2.5 K decade�1 in the lower stratosphere in November for the
period 1969–1998 in an ensemble of simulations that were part of CMIP5. This trend was about 30% larger
than the November trends for the same period and region estimated from radiosonde observations by
Young et al. [2013]. An even larger trend, �6.7 ± 3.0 K decade�1, was obtained for the month of December,
inconsistent with the radiosonde data, for which the largest trend occurs in November. Nevertheless, Calvo
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et al. [2012] concluded that the temperature trend in WACCM-CMIP5 was not statistically different from the
observations at the 95% confidence level. (These and all other trends in this study are quoted with 2σ uncer-
tainty ranges.)

Although temperature changes in the Antarctic lower stratosphere respond mainly to ozone changes, they
can also be modulated by changes in dynamics. Thus, an intensification of the mean meridional downwelling
over Antarctica could partly offset the decrease in shortwave heating due to ozone loss, reducing the cooling
trend. Calvo et al. [2012] found no significant trend in the modeled polar downwelling in the months when
the largest temperature trends occur, and similar behavior was reported in most of the CCMVal-2 models
[Wang and Waugh, 2012]. However, a stronger meridional circulation could also affect Antarctic temperature
trends by producing a climatologically warmer background state, since heterogeneous ozone loss is slower
under warmer conditions, and slower ozone loss moderates the decrease of shortwave heating.

The mean meridional circulation is driven by dissipation of planetary waves, which are resolved in WACCM,
and gravity waves (GW), which are parameterized. The latest version of WACCM, which is being used for simu-
lations in support of the Chemistry-Climate Model Initiative (CCMI), includes an updated parameterization of
orographic GW, together with a new stratospheric chemistry scheme. Garcia et al. [2017] show that these
improvements lead to a better representation of the dynamical and chemical structure of the Antarctic polar
vortex without degrading the performance of the model in the Northern Hemisphere (NH). The present study
revisits the question of temperature trends in the SH polar cap in the latest version of WACCM, comparing
them with previous model simulations and observations. We show that the simulated temperature
trends are now in excellent agreement with observations due to the effects of enhanced downwelling
over Antarctica.

2. Model and Simulations

WACCM is the high-top atmospheric component of Community Earth System Model (CESM). It is a fully inter-
active chemistry-climate model with an upper boundary at about 140 km. The version of the model used
here, version 4, has been updated in preparation for the CCMI intercomparison; we refer to this model as
WACCM-CCMI. It differs from the WACCM version used for CMIP5, WACCM-CMIP5 [Marsh et al., 2013], in that
it incorporates a new stratospheric chemistry scheme with a more realistic representation of heterogeneous
chemistry, and a modified orographic GW parameterization. The modifications of the orographic GW para-
meterization have the effects of increasing the orographic source flux preferentially in the SH and thus affect
most strongly the forcing of the Brewer-Dobson circulation (BDC) over the southern polar cap. Changes to the
chemistry mechanism and the orographic GW parameterization, and the resulting improvements in the
model climatology, are discussed in detail by Garcia et al. [2017]. They show that the modification of the
gravity wave parameterization leads to a weaker Antarctic polar vortex and a stronger downwelling branch
of the Brewer-Dobson circulation (BDC) over the austral polar cap, which warms the Antarctic polar strato-
sphere, reduces the cold pole bias present in previous versions of WACCM, and produces ozone vertical
profiles and ozone column amounts that are in very good agreement with observations during Antarctic
spring. At the same time, other desirable features of the model’s climatology (NH winds and temperature,
frequency and seasonal distribution of sudden stratospheric warming, and seasonal behavior of the polar
mesopause) are preserved.

Here we analyze an ensemble of three simulations made with WACCM-CCMI using observed daily sea surface
temperatures (SST), observed greenhouse gases and halogen concentrations at the surface, and observed
sulfate heating from volcanic aerosols. The quasi-biennial oscillation is simulated by relaxing the equatorial
zonal-mean zonal winds to observations. Solar spectral irradiance is prescribed from the model of Lean
et al. [2005]. We refer to this ensemble of WACCM-CCMI simulations as REF-ORO. To understand the role that
the new chemistry scheme and the new parameterization of orographic gravity waves play in the trends
discussed here, one additional simulation is analyzed, similar to REF-ORO but without any changes to the
orographic gravity wave parameterization; we refer to this simulation as REF. The only difference between
REF and REF-ORO is the new parameterization of orographic gravity waves included in the latter. The simula-
tions analyzed here are the same as those examined in Garcia et al. [2017].

Although the REF-ORO simulations are run with specified, observed SST, the trends in WACCM-CCMI simula-
tions coupled to an ocean model are very similar (not shown), consistent with the results of Sigmond et al.
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[2010], who found that atmosphere-ocean coupling plays a negligible role in the response to ozone deple-
tion in the Canadian Middle Atmosphere Model. We analyze the REF-ORO simulations to make a clean
comparison with the REF simulation, which was also run with prescribed sea surface temperatures.

3. Results

Figure 1a shows the seasonal cycle of SH polar cap (65–90°S) temperature trends as a function of pressure in
the ensemble mean of the REF-ORO simulations. This and all other trends presented here are computed for
the period 1969–1998, the same as considered by Thompson and Solomon [2002] and Calvo et al. [2012]. This
period encompasses the inception and growth of the Antarctic ozone hole; after the late 1990s ozone loss
stabilizes and temperature trends decrease, as noted by Young et al. [2013]. In addition, Antarctic tempera-
ture observations are available from several radiosonde data sets throughout the period [Young et al.,
2013]. Linear trends and their significance were computed as in Calvo et al. [2012]: Monthly mean time series
were averaged over the polar cap (65–90°S; weighted by the cosine of latitude) and then linear least squares
fits were determined. Trends are considered significant at the 95% confidence level whenever they are larger
than 2σ, where σ is the standard deviation of the trend corrected by the autocorrelation of the residuals of the
linear fit [see, e.g., Wilks, 2006, chap. 6].

As seen in Figure 1a, the REF-ORO ensemble shows significant cooling from October to February in the mid-
dle and lower stratosphere. The trend peaks in November at 100 hPa, reaching �4.4 ± 2.8 K decade�1. The
spatial structure of the trend resembles that of the CMIP5 ensemble described by Calvo et al. [2012,
Figure 1]. However, there are several important differences. First, the largest trend is reduced by about
34%, from�6.7 K decade�1 in WACCM-CMIP5 to�4.4 K decade�1 in REF-ORO (see Table 1). It also peaks ear-
lier and at lower altitude (November at 100 hPa versus December at 80 hPa). Finally, the significant trend in
the lower stratosphere does not extend as long into austral fall in REF-ORO as in CMIP5 (March versus
April–May). The magnitude, location, and timing of the largest modeled trend are now in much better agree-
ment with the radiosonde observations discussed by Young et al. [2013].

As noted earlier, ozone changes are the main contributor to temperature trends in the lower stratosphere in
austral spring. Figure 1c shows the trend in zonal mean ozone as a function of month and pressure. As
expected, the spatial pattern of the trend is similar to that of temperature, but the largest ozone trends
precede the largest temperature trends. The maximum trend in ozone, �0.68 ± 0.32 ppmvdecade�1, occurs
in October at 60 hPa. Compared to WACCM-CMIP5, the maximum ozone trend is reduced in REF-ORO by 20%
and occurs at a lower level (60 hPa versus 40–50 hPa in WACCM-CMIP5; see Table 1). In addition, the persis-
tence of the lower stratospheric ozone trend into austral fall is shortened in the new simulations.

To isolate the role that the parameterization of orographic GW plays in the reduction of the temperature
trends, Figures 1b and 1d show the seasonal evolution of zonal mean temperature and ozone trends, respec-
tively, as functions of pressure for the REF simulation, in which the new chemistry scheme is included but the
new parameterization of orographic gravity is omitted. Without the additional forcing by orographic GW,
temperature and ozone trends are larger than in REF-ORO; in November, temperature and ozone trends in
the REF simulation reach �7.3 ± 4.2 K decade�1 and �0.84 ± 0.34 ppmvdecade�1, respectively. Moreover,
the temperature trend is even larger in December, reaching�8.2 ± 4.0 K decade�1. Interestingly, the behavior
of the trends in WACCM-CCMI, simulation REF, is similar to that found in WACCM-CMIP5, which shares the
same GW parameterization [cf. Calvo et al., 2012] (Table 1). In addition to the different magnitude, the
largest trend occurs at higher altitude in REF than in REF-ORO, and significant trends extend longer into
late austral fall. All of this suggests that the key difference between REF-ORO, on one hand, and REF and
CMIP5, on the other, is the impact of enhanced GW forcing in REF-ORO, which produces a stronger
meridional circulation.

To explore the influence of the BDC on temperature trends, we analyze the behavior of the processes that
control the temperature budget in the Antarctic lower stratosphere. The thermodynamic equation in the
transformed Eulerian mean (TEM) formulation can be written as

∂T
∂t

¼ �w�Sþ QS þ QL (1)

where T is the zonal mean temperature, w� is the TEM vertical velocity, S is the atmospheric stability
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parameter, and QS and QL are the zonal mean shortwave and longwave heating rates, respectively. In the
region of interest, horizontal advection of temperature and GW diffusion are negligible and are
disregarded here. Using equation (1), we may express the long-term trends in the various quantities as

δ
∂T
∂t

� �
¼ �δ w�Sð Þ þ δQS þ δQL

� �
(2)

where δ denotes the long-term trend. Assuming that the longwave heating rate, QL , can be expressed as
Newtonian cooling with relaxation rate α, equation (2) may be rewritten as

Figure 1. Ensemblemean trends for 1969–1998 of zonalmean temperature and ozonemixing ratio averagedover the polar
cap (65–90°S) for simulations (a, c) REF-ORO and (b, d) REF. Units are K decade�1 and ppmv decade�1. Contours are drawn
every0.5, 1, 2, K decade�1andevery0.1 ppmv decade�1. Shadingdenotes resultsnot significantat the95%confidence level.

Table 1. Maximum Calculated and Observed Decadal Trends in Polar Cap (65–90°S) Zonal Mean Temperature and Ozone for 1969–1998a

T Trend (K/Decade) O3 Trend (ppmv/Decade) O3 Column Trend (DU/Decade)

WACCM-CMIP5 �6.7 ± 3.0 (80 hPa; Dec) �0.85 ± 0.32 (40–50 hPa; Oct)
WACCM-CCMI (REF) �8.2 ± 4.0 (100 hPa; Dec) �0.84 ± 0.34 (50 hPa; Oct) �58.5 ± 7.5
WACCM-CCMI (REF-ORO) �4.4 ± 2.8 (100 hPa; Nov) �0.68 ± 0.32 (60 hPa; Oct) �47.5 ± 7.7
Radiosonde T, O3 [Young et al., 2013] IUK: �4.7 ± 2.8; RICH-obs: �4.1 ± 2.4;

HadAT2: �3.8 ± 2.4 (100 hPa; all in Nov)
�46

SPARC AC&C O3 [Cionni et al., 2011] �0.89 ± 0.13 (50 hPa; Oct)

aThe level and month of the largest trend is indicated in each case together with its 2σ uncertainty range. The trends in the third column refer to the
September–December mean ozone column. See text for details.
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δT ¼ 1
α

�δ w�Sð Þ þ δQS � δ
∂T
∂t

� �� �
(3)

which relates the long-term trend in temperature to the trends in adiabatic cooling or warming, shortwave
heating rate, and time rate of change of temperature. The last of these must vanish in the annual mean
but can contribute to monthly trends, in which case it may be interpreted as a change in the seasonal cycle
of temperature.

The seasonal evolution as a function of altitude of the first two terms in brackets on the right-hand side (RHS)
of equation (3) is shown in Figures 2a and 2c for the REF-ORO ensemble mean and in Figures 2b and 2d and
the REF simulation. The results are shown in units of K decade�1, as obtained after dividing each term by the
thermal relaxation rate, α. For the latter we adopted a vertical profile based upon Wehrbein and Leovy’s
[1982] “25 km boxcar” Newtonian cooling coefficient, with values of 0.03 day�1 below 100 hPa, 0.1 day�1

at 20 hPa, and 0.2 day�1 at 1 hPa. The sum of all three terms on the RHS of equation (3) gives an estimate
of the total temperature trend and is shown in Figures 2e and 2f. Comparison of Figures 2e and 2f with
the actual temperature trends (Figures 1a and 1b) indicates reasonably close agreement, lending confidence
to the methodology and assumptions adopted here. The last term on the RHS of equation (3), the trend in
the time rate of change of temperature, is not negligible during the months surrounding the peak cooling.
We have omitted it from Figure 2 in the interests of brevity, and because it represents part of the response
to the processes (adiabatic cooling and warming, and shortwave heating) that actually drive the total
temperature trend.

The trend in adiabatic cooling andwarming is shown in Figures 2a and2b. Below10 hPa, it is small in simulation
REF from September to November, becoming large and positive only in December, and especially in January,
corresponding to the transition to summer in that simulation. This transition is accompaniedbyanabruptaccel-
eration of the BDC and a large trend in adiabatic warming. This is consistent with the findings of Calvo et al.
[2012], who found little contribution by adiabatic processes to the temperature trend in WACCM-CMIP5 in
the months when that trend is largest. In contrast, in REF-ORO the adiabatic term is important already in
November, when it contributes 1 to 1.5 K decade�1 to the total temperature trend; it remains substantial
throughout the transition to summer butwithout the abrupt change seen in simulation REF in January. The dif-
ferentbehavior of these trends follows fromthedifferent seasonal evolutionof thepolar vortex in the twosimu-
lations. As discussed by Garcia et al., [2017], the weak BDC in the REF simulation allows extreme cooling of the
Antarcticpolar capduringwinter and spring, leading to anunrealistically strongpolar vortex in the lower strato-
sphere anda transition to summer conditions that is delayedbymore than amonth compared toobservations.

The impact of the BDC on temperature trends is not limited to the behavior in late austral spring, even though
important trends in adiabatic warming are present mainly during that season. Figures 2c and 2d show large
differences in the contribution of shortwave heating to the temperature trend beginning in September, when
sunlight returns to Antarctica, and lasting throughout the transition to summer. The largest contribution is
about �5 K decade�1 in the REF-ORO ensemble compared to over �6 K decade�1 in the REF simulation.
These contributions are commensurate with the maximum ozone trends shown in Figure 1 and Table 1
(�0.68 and �0.84 ppmvdecade�1, respectively), and they are ultimately explained by the impact of mean
meridional downwelling on temperature, and of temperature on ozone destruction, as illustrated next.

Figure 3 compares the evolution of the chemical lifetime of ozone over Antarctica in September during 1969–
1998. The lifetime, τ, was estimated from model results by dividing the loss rate of ozone (ppmvd�1) by its
mixing ratio (ppmv) [see, e.g., Brasseur and Solomon, 1986, chap. 5]. Figure 3 shows that τ is shorter every-
where in simulation REF than in REF-ORO (similar results, not shown, are obtained for October). This is a con-
sequence of the strong sensitivity of heterogeneous ozone loss to stratospheric temperatures, which are
substantially colder in REF than in REF-ORO throughout austral winter and spring. Garcia et al., [2017,
Figures 3 and 10] show that September and October time-mean temperatures in the lower stratosphere
are about 5–6 K colder in REF than in REF-ORO; in winter (June–August), the season of formation of polar stra-
tospheric clouds, they are 3–4 K colder, as a result of the stronger polar downwelling present in simulation
REF-ORO. Colder temperatures promote the formation of polar stratospheric clouds and enhance ozone loss
by heterogeneous chemical reactions. When τ ≤ 50 days, severe ozone loss can occur in the time span of
Antarctic spring.
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As seen in Figure 3, τ drops below 50 days in simulation REF throughout the lower Antarctic stratosphere in
the early 1980s, whereas this does not occur in REF-ORO until the 1990s, and then only below 40 hPa.
Evidently, ozone-temperature feedbacks are less efficient in the warmer polar environment of simulation
REF-ORO than in REF. As a consequence, ozone loss and ozone trends are smaller (and are confined to lower
altitudes) in REF-ORO than in REF. The less severe ozone loss in simulation REF leads to smaller negative
trends in shortwave heating and is ultimately responsible for the smaller temperature trends in simulation

Figure 2. Contributions to temperature trends (K decade�1) by individual terms in the TEM thermodynamic equation for
simulations (a, c, and e) REF-ORO and (b, d, and f) REF. The contributions are estimated by dividing the trends in the
thermodynamic equation by the local value of the infrared radiative relaxation rate. Figures 2a and 2b are the contributions
due to trends in adiabatic cooling and warming, and Figures 2c and 2d are the contributions due to trends in shortwave
heating. The total temperature trend obtained from the sum of all contributions on the RHS of equation (3) is shown in
Figures 2e and 2f. The contour interval is 1 K decade�1. See text for details.
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REF-ORO through November, when important trends in adiabatic warming come into play in REF-ORO, and
through December in REF.

4. Summary and Discussion

We have shown that new simulations carried out with an updated version of WACCM (WACCM-CCMI) display
temperature trends in the polar cap over Antarctica that are in excellent agreement with radiosonde
temperature observations for the period 1969–1998. The largest temperature trend in the ensemble mean
of these new simulations, denoted by REF-ORO, is �4.4 ± 2.8 K decade�1 and is reached in November at
100 hPa. Young et al. [2013] compared several radiosonde data sets and reported maximum cooling values
of �4.7 ± 2.8 K decade�1 from the Iterative Universal Kriging (IUK) radiosonde analysis project,
�4.1 ± 2.4 K decade�1 from the Radiosonde Innovation Composite Homogenization-obs, version 1.5 (RICH-
obs), and �3.8 ± 2.4 K decade�1 for the Hadley Center Atmospheric Temperature data set, version 2

Figure 3. Photochemical lifetime (days) of ozone for simulations (a) REF-ORO and (b) REF as a function of time and altitude.
Contour are shown every 10 days up to 100 days and every 100 days thereafter.
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(HadAT2); thus, the largest cooling trend in WACCM-CCMI lies well within the range of the radiosonde values
and occurs in the same month and at the same altitude as in the observations. The simulated trend repre-
sents a marked improvement compared to that computed with the previous version of WACCM, WACCM-
CMIP5, which was �6.7 ± 3.0 K decade�1 and occurred at higher levels (80 hPa) and persisted longer, into
November and December.

Two main changes are present in the new REF-ORO simulations compared to WACCM-CMIP5: A new hetero-
geneous chemistry scheme and a modified parameterization of orographic GW. As discussed by Garcia et al.
[2017], the former improves the simulation of polar chemistry, while the latter forces stronger downwelling
over Antarctica and reduces the model’s cold pole bias. An additional simulation made with WACCM-CCMI,
denoted here as REF and differing from REF-ORO only in the omission of changes in the gravity wave
parameterization, produces polar temperature trends that resemble those in WACCM-CMIP5 as regards the
magnitude and altitude of the maximum trends and their persistence. Thus, the smaller temperature trends
in REF-ORO are evidently due to the stronger BDC. An analysis of long-term trends based upon the TEM
thermodynamic budget indicates that enhanced adiabatic warming in REF-ORO moderates the temperature
trend caused by the development of the ozone hole and reduces its persistence.

Although the REF-ORO simulations produce trends in Antarctic polar cap temperature that are much smaller
than in previous versions of WACCM, and much more consistent with observations, they also produce max-
imum ozone trends that are ~20% lower. Calvo et al. [2012] discussed the ozone trend derived from the
SPARC data set [Cionni et al., 2011] for 1969–1998; that trend peaks at �0.89 ± 0.13 ppmvdecade�1, at
50 hPa in October. This agrees more closely with the trends obtained from the CMIP5 and REF simulations
than with the trend from REF-ORO (see Table 1). However, the adequacy of the SPARC ozone trend for
1969–1998 is questionable. SPARC ozone is derived from the data set of Randel and Wu [2007], which in
the southern polar cap below 30 hPa consists of radiosonde observations for the period 1979–2005 from a
single location (Syowa; 69°S). The observations are fit with a linear regression on equivalent effective strato-
spheric chlorine and assigned to the southern polar cap (65–90°). Ozone data before 1979 can be obtained
from the regression fit, but they do not represent actual observations, and the linear fit itself does not account
for interannual dynamical variability.

On the other hand, total ozone observations are available for the entire period 1969–1998 from several
Antarctic stations [Young et al., 2013]. Young et al. calculated the trend of seasonal-mean (September–
December) polar cap (65–90°S) total ozone and obtained a value of �46 Dobson unit (DU) decade�1 for
the period 1969–1998 (see their Figure 4 and related discussion). In WACCM, a similar calculation yields
trends of�47.5 ± 7.7DUdecade�1 for the REF-ORO ensemble and�58.5 ± 7.5 DUdecade�1 for the REF simu-
lation. Thus, as regards seasonal column ozone trends, the REF-ORO results are in excellent agreement
with observations.

Overall, our results demonstrate that modifications to WACCM that reduce the cold pole bias also improve
the representation of temperature trends in the lower stratosphere over Antarctica, making themmuchmore
consistent with available observations. These improvements will facilitate understanding past ozone-related
climate change and result in more accurate forecasts of ozone and temperature changes in the future.
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