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Abstract As ozone depleting substances decline, stratospheric ozone is displaying signs of healing in the
Antarctic lower stratosphere. Here we focus on higher altitudes and the global stratosphere. Two key
processes that can influence ozone recovery are evaluated: dynamical variability and solar proton events
(SPEs). A nine-member ensemble of free-running simulations indicates that dynamical variability dominates
the relatively small ozone recovery signal over 1998–2016 in the subpolar lower stratosphere, particularly
near the tropical tropopause. The absence of observed recovery there to date is therefore not unexpected.
For the upper stratosphere, high latitudes (50–80°N/S) during autumn and winter show the largest recovery.
Large halogen-induced odd oxygen loss there provides a fingerprint of seasonal sensitivity to chlorine
trends. However, we show that SPEs also have a profound effect on ozone trends within this region since
2000. Thus, accounting for SPEs is important for detection of recovery in the upper stratosphere.

Plain Language Summary With the continuing decline in ozone depleting substances,
upper-atmospheric ozone is displaying signs of healing in the Antarctic region. Using a state-of-the-art
model that simulates the Earth system, the nature of future ozone recovery outside of the Antarctic region is
investigated to identify potential fingerprints for observing future ozone recovery. The model results show
that ozone recovery near 40 km is expected to be largest near the poles in both hemispheres during winter
and spring, while there is still large variability in the tropical region. However, energetic protons from solar
events also have an effect on ozone in these regions through well-known chemical mechanisms. Therefore,
taking these effects into account will be important for detecting this ozone recovery in observations.

1. Introduction

In the late 20th century, stratospheric ozone began to decline due to anthropogenic emissions of ozone
depleting substances (ODSs), particularly chlorofluorocarbons. This caused concern since stratospheric ozone
shields the Earth’s surface from DNA damaging radiation. However, now, with the expected continued
decline in equivalent effective stratospheric chlorine (EESC) due to the Montreal Protocol, ozone ceased its
decline and began its slow healing process (also referred to here as recovery) near the turn of the 21st cen-
tury. Healing is expected to become increasingly detectable in observations and has been a prime focus of
ozone research. Multiple studies have shown signs of Antarctic ozone recovery (Kuttippurath & Nair, 2017;
Solomon et al., 2016; Strahan and Douglass, 2018). In this study, the detection of ozone recovery outside
the ozone hole region is investigated on a monthly and latitudinal basis from a model perspective.

In addition to changes in ODS and greenhouse gas-induced effects on climate and their impact on strato-
spheric ozone (Jonsson et al., 2004; Li et al., 2009), other drivers that are known to affect ozone on annual
or decadal time scales include the following: the quasi-biennial oscillation (Baldwin et al., 2001); the solar
cycle (e.g., Merkel et al., 2011; Steinbrecht et al., 2004); tropospheric influences, such as El Niño–Southern
Oscillation (ENSO; Camp et al., 2003; Xie et al., 2014); changes in planetary wave forcings, typically expressed
as changes in heat flux (e.g., Shaw & Perlwitz, 2014); volcanic aerosols (Portmann et al., 1996; Solomon et al.,
1998); and solar proton events (SPEs) (Jackman et al., 1999; Jackman et al., 2008); or a combination of vari-
ables, such as the QBO and solar cycle (Camp & Tung, 2007). Studies have indicated that short-term variability
from the drivers listed above may be masking recovery in the global averaged total column ozone and upper
stratospheric ozone (Chipperfield et al., 2017; Harris et al., 2015; Steinbrecht et al., 2017; Tummon et al., 2015).
This in turn may link to reports of a recent decline in tropical lower stratospheric ozone (Ball et al., 2018),
although data set uncertainties and quality have also been highlighted, especially when merging different
data sets (Steinbrecht et al., 2017; Tummon et al., 2015). Furthermore, there are large uncertainties in tropo-
spheric ozone trends (which accounts for around 10% of the ozone column), which can thus influence total
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ozone trend detection (Ball et al., 2018). While the real world represents only one realization, the range of
expected dynamical variability can be examined using an ensemble of multiple realizations of a chemistry-
climate model. An ensemble analysis is presented here to illustrate where dynamical variability may be
expected to be large compared to chemical recovery.

SPEs produce ion pairs that alter the odd nitrogen (NOx) and odd hydrogen (HOx) cycles in the upper strato-
sphere and mesosphere, thus causing excess ozone depletion in the polar cap region. The SPE-induced
ozone loss from HOx chemistry lasts only a few hours but NOx can cause stratospheric ozone loss for months
after the SPE. These events occur at higher latitudes and have their largest effects during the fall and winter
months (Jackman et al., 1999; Jackman et al., 2008; Jackman et al., 2009; Solomon & Crutzen, 1981). The SPE
events during July 2000 and October 2003 are some of the largest on record and are near the EESC turn
around time (Jackman et al., 2008). Multiple linear regression is used here to account for the short-term dri-
vers in ozone variability including SPEs (see the supporting information for methods).

2. Model Description

The Community Earth System Model, version 1 (CESM1) is a fully coupled climate model that incorporates
atmosphere, ocean, land, and sea ice modules (Marsh et al., 2013). The atmosphere module is the Whole
Atmosphere Community Climate Model, version 4 (WACCM4) that has a horizontal resolution of 1.9° latitude
by 2.5° longitude and up to 88 vertical levels with a high top at 5.1 × 106 hPa (~140 km). The chemical scheme
used is the Model of OZone And Related Tracers (Kinnison et al., 2007) and includes 183 different species, 341
gas phase reactions, 114 photolytic processes, and 17 heterogeneous reactions on multiple aerosol types.
This chemical scheme has been shown to accurately simulate Antarctic ozone depletion and levels of chlor-
ine reservoir species (Solomon et al., 2015, 2016).

Using this model, two simulation setups are used, a specified dynamics version of the model, and a fully
coupled ensemble. In the specified dynamics version, the fields of temperature, zonal wind, meridional wind,
and surface pressure are nudged to Modern-Era Retrospective analysis for Research and Applications
(MERRA) at 88 vertical levels. We use a Chemistry-only simulation (Chem-only), where the dynamical condi-
tions are fixed to 1999 levels over 1999–2014, and a simulation with time-evolving specifiedMERRA dynamics
over 1999–2014 as well as sulfate area densities from Neely and Schmidt (2016) (Chem-dyn-vol); see Mills
et al. (2016) and Solomon et al. (2016) for further details. The fully coupled ensemble uses a free running
atmosphere-ocean chemistry climate general circulation model whose nine members are run over the
1995–2024 period, allowing examination of both trends to date and to what extent additional years of obser-
vation should be expected to display more robust trends. These simulations have a repeated cyclic 28-month
QBO, no solar cycle or SPEs, and 66 vertical levels. Initialization of the ensembles follows the approach in
Solomon et al. (2017).

3. Results

Ozone trends over the period of 2000–2014 are calculated for the Chem-only simulation and over both
1998–2016 and 1998–2024 for the ensemble simulations. The linear trend was extracted using multiple linear
regression. For the Chem-only simulation, the regression model uses 10.7 cm solar flux to account for solar
brightness changes, and an NO2 concentration regression function extracted from the Chem-only simulation.
The NO2 predictor acts as a proxy for the SPE events (the justification for which is shown below in Figures 3
and S1 and S2, where large NO2 concentrations caused by SPEs coincide with large negative ozone anomalies
in the model runs and in the equivalent latitude filled Stratospheric Water and OzOne Satellite Homogenized
[SWOOSH] data set, v2.6; where available; Davis et al., 2016). The NO2 proxy was preprocessed by removing
the mean over the solar minimum period of 2008–2011. However, the solar cycle or linear trends were not
removed. Therefore, considering that the sign of the NO2 linear trends are opposite to that of ozone, this
proxy will act to slightly over fit the ozone linear trends. We also note that a comprehensive set of significant
SPEs, as considered in Jackman et al. (2009), were included in the regression, and their impact on NO2 over
both polar regions at 2 hPa is shown in Figure S2. The ensemble simulations were produced without a solar
cycle or SPEs since these can be dealt with via regression as the Chem-only simulation shows. The regression
functions used for the ensemble simulations include QBO10, QBO30, ENSO, and 100 hPa heat flux over
40–80°N/S. The QBO subscripts designate the hPa pressure level of the zonal wind field averaged between
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�5°S and 5°N. Uncertainties on the trend are shown at the 2σ level following (Reinsel et al., 2002; Steinbrecht
et al., 2017). Uncertainties are not shown for the ensemble average or Chem-only trends as the nine-member
average and reduced variability in the Chem-only simulation return the trend greater than the 2σ level
virtually everywhere in the upper stratosphere. (see the supporting information for more detailed
methods). We also note that the distribution of the residuals after regression follows a normal distribution
about zero (see Figure S7).

3.1. Ozone Variability in a Nine-Member Ensemble

Figure 1 presents linear trends calculated from multiple linear regression analysis of ensemble runs. The
figure shows the ensemble mean trends for 1998–2016 and 1998–2024, along with four individual realizations
for 1998–2016 to illustrate positive and negative extremes of trends in the lower stratosphere. The trend
standard deviations about the nine-member means for 1998–2016 and 1998–2024 are also shown. Trends for
all nine members are also shown individually for these periods in Figures S3 and S4, respectively. Figure S5
also shows trends for individual members using slightly different start and end dates around 1998–2016.
Results outside the tropical lower stratosphere are not very sensitive to a few years variation around this time.

Figure 1. Zonal mean linear trends over 1998–2016 for four individual members that showed the largest variation in the
lower stratosphere (top four panels). Stippling shows trend magnitude greater than 2σ uncertainties. Zonal mean linear
trends for Ens-ave over 1998–2016 and 1998–2024 and their associated standard deviations are shown to highlight
reduced trend variability when the length of the time series is increased (bottom four panels).
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The ensemble members display that trends in the lower stratosphere region outside the Antarctic are char-
acterized by large variability for 1998–2016, ranging from values as large as about +6% per decade to �6%
per decade in the tropics. The latter value is comparable to the negative trends in tropical observations pre-
sented in Ball et al. (2018). We find that these trends are not very sensitive to the regression, as was also noted
by Ball et al. (2018); see Figure S6 for a comparison to simple linear trends for 1998–2024 with no multiple
linear regression. In addition, in the tropical lower stratosphere and polar upper stratosphere, the model
shows similar, although slightly elevated, variability in ozone percent anomalies compared to SWOOSH
(see Figure S8). In summary, the figure suggests that dynamical variations currently dominate ozone trends
in the model since the onset of ODS decline in the lower subpolar stratosphere, particularly in the tropical
region highlighted in Ball et al. (2018). Note, however, that Figure 1 also shows that in the absence of unusual
geophysical events (such as major volcanic eruptions), longer records over the next seven years or so should
allow recovery to emerge more clearly in midlatitudes and the Arctic, and more representative trends to be
observed in the tropics.

3.2. Identifying Ozone Recovery in the Upper Stratosphere, Including SPEs

All ensemble members display positive trends in the upper stratosphere, indicating recovery. To investigate
the seasonality of chemical ozone recovery at high latitudes, Figure 2 shows monthly trends averaged

Figure 2. Pressure-month linear trends between 50 and 80°S/N. (top) The Ens-ave trends over 1998–2024, (middle) the
Chem-only trends with solar and NO2 regression functions over 2000–2014, and (bottom) the Chem-only linear trends
without solar and NO2 regression functions (i.e., with solar effects (WSE)) over 2000–2014.
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between 50 and 80°S and 50 and 80°N. For the Chem-only simulation,
the monthly trends are shown for two applications of the regression
function, one using only a linear regression function (and therefore
with solar effects [WSE] included in the time series) designated
Chem-only (WSE), and the other using linear, solar, and NO2 regression
functions, and therefore WSE taken into account. Figure 1 shows that
the large trends extend to 90°N. However, the limit of 80°N was chosen
as 80–90°N also shows large variation in the trends between ensemble
members, as shown in the standard deviations of linear trends in
Figure 1. In the ensemble average, the largest trends are occurring
mainly in the autumn and winter seasons in both hemispheres. The
Chem-only simulation shows extremely similar results, and this seaso-
nal cycle provides a fingerprint for recovery. The structure and timing
of the largest ozone recovery trends mimic that of the ensemble aver-
age. This autumn/winter time period coincides with wintertime des-
cending air, which has low concentrations of CH4. This in turn leads
to decreased concentrations of HCl and therefore allows for increased
Cl and ClO and more ozone loss. In the time period of decreasing
EESC trends (circa 1998 to present), it can be expected that the seasons
and latitudes that are most strongly controlled by halogen chemistry
will exhibit the largest ozone recovery trends (see the next section for
further details).

In the Chem-only simulation (WSE, bottom panels), the linear regres-
sion does not yield similar structure as in the panels above. This is
because the four largest SPEs, with ion pair production rates greater
than 1,500 · cm�3 · s�1, occurred during July 2000, November 2000,
November 2001, and October 2003 (see Jackman et al., 2009, and
Figure S2). Since SPEs destroy ozone, the timing of the largest SPEs near
the start of the time series acts to increase the ozone trends over
2000–2014. By removing these SPE effects, the results from the ensem-
ble average can be reproduced (as seen in the Chem-only regression
that includes solar and SPE regression functions in Figure 2).

Figure 3 further illustrates that the ozone changes due to SPEs in this
region are substantial as compared to dynamical variability. The figure
compares ozone anomalies for Chem-only, Chem-dyn-vol, and
SWOOSH to the NO2 SPE proxy for illustrative latitudes and pressure

levels that are captured by both SWOOSH and WACCM simulations. Between 63 and 67°N, there are three
large positive NO2 anomalies during December 2000, 2001, and 2002 at 2.2 hPa associated with large ozone
decreases in the model (and consistent with early studies by Seppälä et al., 2004). SWOOSH observations cap-
ture the 2002 event (but are not available for the earlier dates). The agreement between the Chem-dyn-vol
and SWOOSH anomalies indicates that the impacts of SPEs are indeed captured by satellite observations
to some extent and therefore can have a profound effect on trends, as can be seen by comparing the
Chem-only linear trends that do and do not include solar predictors in Figure 2.

It is important to note that the effects of SPEs are occurring in the same latitudes and over the same seasonal
time period as the largest ozone trends. Here we have shown that it is essential to account for these effects to
identify the large autumn/winter high-latitude ozone recovery trends in the upper stratosphere.

3.3. Chemistry of High-Latitude Gas Phase Ozone Recovery

Upper stratospheric chemical ozone recovery has long been expected to maximize between about 3 and
1 hPa at higher latitudes due to the changing fraction of odd oxygen (Ox) loss by halogen chemistry
(ClOx + BrOx; Newchurch et al., 2003), hereafter referred to as total Ox/ClOx loss. Here we investigate this
chemistry in further details. The main proposed mechanism for the large autumn/winter high-latitude gas
phase recovery compared to other months and latitudes is the onset of wintertime descending air into the

Figure 3. Time series of ozone anomalies in Chem-only, Chem-dyn-vol,
SWOOSH for 63–67°N in December, which is a region that SPEs are seen to
have large influences on ozone concentrations (top panel). To highlight how the
regression removes the SPE influence, the Chem-only simulation with solar
effects (WSE), the Chem-only simulation with solar effects removed via regres-
sion, and the NO2 SPE proxy are shown (bottom).
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region of gas phase ozone chemistry (Solomon & Garcia, 1984). This descending air has lower CH4

concentrations, which is important for the partitioning of Cl and ClO, with less chemically active chlorine
converted into HCl (Solomon et al., 1985). This increases the total Ox/ClOx loss, and as mentioned
previously, means that the recent decreasing trend in EESC should present the largest ozone recovery
trends in the regions and time periods where the total Ox/ClOx loss is largest. To investigate this, Figure 4
shows the Chem-only simulated total Ox/ClOx loss averaged over 2000–2014 for 50–80°S and 50–80°N.
Line contours of CH4 are plotted over the fraction of total Ox loss.

It is clearly seen that the largest total Ox/ClOx loss is occurring in the autumn/winter seasons in both hemi-
spheres. This agrees very well with the seasonal timing of largest subpolar chemistry-induced ozone
recovery. Looking at the pressure levels between 3 and 1 hPa in the Southern Hemisphere, CH4 concentra-
tions are decreasing throughout the late summer, autumn, and winter seasons, with a minimum occurring
in winter. At pressure levels above this, the minimum in CH4 is occurring earlier in winter, and at lower levels,
the minimum is occurring in late winter to early spring. The peak in total Ox/ClOx loss at pressures between 3
and 1 hPa, of up to 0.55, is occurring in June, but with high fractions of up to 0.40 occurring from
February through to August. The Northern Hemisphere shows similar results compared to the Southern
Hemisphere, with large total Ox/ClOx loss due to halogens occurring in the autumn and winter seasons.
However, the values are slightly less, not exceeding 0.45 between 3 and 1 hPa, and not extending into the
early spring season, as seen in the Southern Hemisphere. This coincides with the earlier increase of CH4

at these pressure levels during December (early winter) compared to August (early spring) in the
Southern Hemisphere.

The small differences in the hemispherical seasonal timing of CH4 descent and the related changes in the
total Ox/ClOx loss agree well with the differences in the seasonal timing of largest ozone recovery that is

Figure 4. Month-pressure total Ox/ClOx loss fraction for 50–80°S/N averaged over 2000–2014 (filled contours). To visualize
the wintertime descending CH4 and its impact on halogen chemistry, CH4 concentrations are over plotted as line contours.

10.1029/2018GL077955Geophysical Research Letters

STONE ET AL. 6



seen in the Chem-only simulation. This further solidifies that in the presence of decreasing chlorine, the
seasonal modulation of total Ox/ClOx loss is the main driver of the large seasonal ozone recovery trends in
Chem-only, providing a useful fingerprint for recovery if SPE effects are accounted for as shown above.

4. Conclusions

With the onset of EESC decline in the late 1990s, the detection of ozone recovery has become an important
focus in the atmospheric science community. Here we focus on (i) dynamical variability, particularly in the
tropical lower stratosphere, and (ii) upper stratospheric ozone recovery trends in a full coupled chemistry cli-
mate model using two different setups, a nine-member ensemble using a free running setup over 1998–2016
and 1998–2024, and a chemistry only setup that has repeating 1999 specified dynamics over 2000–2014
(Chem-only). Linear trends were calculated using a multiple linear regression model with 10.7 cm solar flux
and NO2 (a proxy for SPEs) predictors for the Chem-only simulation, and with QBO, ENSO, and 100 hPa heat
flux predictors for the ensemble simulations.

In the lower stratosphere outside the Antarctic, the individual ensemble members display large variations in
ozone trends about zero since about the year 1998, impeding the identification of robust recovery (or deple-
tion) trends. Particularly in the tropical lower stratosphere, our model suggests that dynamic variability could
yield ozone trends since 1998 as large as +6% or �6% per decade, comparable to the values found in one
recent study (Ball et al., 2018). Our simulations also show how seven additional years of observation should
allow recovery to emerge more clearly in the subpolar lower stratosphere in midlatitudes, and a more repre-
sentative small trend to be obtained in the tropics.

The largest upper stratospheric modeled trends are occurring at high latitudes in both hemispheres. By pick-
ing out the high-latitude regions of 50–80°S/N that show the largest global zonal average trends (with lower
variability between ensemble members), we identified a seasonal fingerprint of recovery, with trends maxi-
mizing in the autumn/winter seasons in both hemispheres. This seasonal fingerprint arises due to descending
autumn/winter air with low CH4 concentrations (thus less HCl), and therefore allowing halogen chemistry to
dominate odd oxygen loss. With recent decreasing chlorine levels, this corresponds to the regions and sea-
sons of largest ozone recovery. However, this seasonal time period also marks the time period when SPEs
have the largest effect on ozone depletion due to descending newly formed NO2 (Jackman et al., 1999).
These events are known to affect ozone primarily at high latitudes. Strong SPEs occurred early on in the
2000s, near the time of expected onset of ozone recovery, and it is shown here that these can have a pro-
found effect on the value of linear ozone trends within both model and observational data over the ozone
recovery period to date. Regression analyses including modeled (or observed) NO2 are one way to account
for these effects and better identify this distinctive recovery signature.
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