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Abstract

Variability in planetary wave forcing from the troposphere to the stratosphere is reflected in changes
in ozone transport, due to fluctuations in the stratospheric Brewer-Dobson circulation and eddy mixing.
This work examines the space-time patterns of correlations between column ozone tendency and plane-
tary wave Eliassen-Palm (EP) flux into the lower stratosphere, using monthly mean data for 1979–2000.
Strong correlations are found during winter–spring in both hemispheres, with out-of-phase ozone
changes between the tropics and middle-high latitudes. Springtime polar ozone is strongly influenced by
wave forcing in both the Arctic and Antarctic. The ozone tendency–wave forcing correlations are com-
bined with observed variations in EP flux to estimate the dynamic contribution to decadal-scale NH
ozone trends. These calculations suggest that interannual changes in EP flux contribute@20–30% of the
observed trends in column ozone over 35–60�N during the past two decades.

1. Introduction

Stratospheric ozone is strongly influenced
by meteorological variability on both short and
long time scales. This is evidenced by the ob-
served strong correlations between ozone and a
wide range of meteorological parameters, such
as tropopause height (Schubert and Muntenau
1988; Steinbrecht et al. 1998), lower strato-
spheric temperature (Randel and Cobb 1994),
and potential vorticity (Allaart et al. 1993;
Hood et al. 1999). The dominant role of dynam-
ics for extratropical ozone is also emphasized
in the modeling studies of Hadjinicolaou et al.
(1997, 2002) and Kinnersley and Tung (1998).

Ziemke et al. (1997) have investigated a num-
ber of dynamical proxies which are empirically
correlated to column ozone. The use of such dy-
namical proxies is central to accurate charac-
terization of dynamic ozone variability. This
dynamical attribution is most straightforward
for (fast) synoptic-scale variability, but becomes
complicated for interannual or decadal-scale
changes. This is because on long time scales
ozone changes can influence the dynamical field
(such as lower stratospheric temperature via
radiative effects), and hence a ‘clean’ isolation
of the effect of dynamics is not possible.

The recent work of Fusco and Salby (1999)
has suggested a further dynamical proxy which
exhibits strong correlation with column ozone.
They show that variations in planetary wave
activity entering the lower stratosphere (spe-
cifically, the vertical component of the Eliassen-
Palm or EP flux (Fz)) are coherent with ten-
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dencies in column ozone. The mechanism for
this correlation is that variations in the strato-
spheric EP flux divergence force commensurate
changes in the stratospheric mean meridional
(Brewer-Dobson) circulation, which in turn in-
fluence ozone transport. The EP flux divergence
in the stratosphere is primarily determined
by the amount of flux crossing the tropopause,
so Fz in the lower stratosphere may be a use-
ful proxy for forcing of the stratospheric cir-
culation. Evidence for this mechanism is seen
in the latitudinal structure of the ozone ten-
dency correlations, which are out-of-phase be-
tween the tropics and high latitudes (reflecting
the overturning Brewer-Dobson circulation).
This global-scale latitudinal see-saw is also ap-
parent in stratospheric temperature changes
during planetary wave events (first noted
in satellite observations by Fritz and Soules
1972), and first documented in satellite ozone
measurements in Randel (1993). Smith (1995)
has accurately simulated these global strato-
spheric variations, using an idealized three-
dimensional model forced by transient tropo-
spheric wave events.

The relation between zonal mean ozone ten-
dency and dynamic variability can be quanti-
fied by the transformed Eulerian-mean (TEM)
continuity equation (Andrews et al. 1987, Eq.
9.4.13):

qw

qt
¼ �v�wy � w�wz þ ‘ � ~MM þ S: ð1Þ

Here w is the zonal mean mixing ratio, ðv�;w�Þ
are components of the mean meridional circu-
lation, ‘ � ~MM is an eddy transport term, and S
is a chemical source/sink term. Variations in
planetary wave EP flux entering the lower
stratosphere are associated with changes in
ðv�;w�Þ (e.g., Haynes et al. 1991), and also re-
sult in fluctuating eddy transports ð‘ � ~MMÞ. Both
mean and eddy transports are important in
general (Mahlman et al. 1986; Randel et al.
1994), and column ozone has the further com-
plication of being the result of transport effects
over a deep layer of the stratosphere (or this
vertical integration can be a simplification if
competing effects cancel when integrated in
height). Furthermore, seasonal variations in
radiative heating also drive some component of
the ðv�;w�Þ circulation (Garcia 1987) so that
not all of the ozone transport is necessarily re-

lated to tropospheric wave forcing. Given this
overall complexity, it is somewhat surprising
that observations show strong correlations be-
tween column ozone and lower stratospheric
EP fluxes. However, this empirical result
makes the EP flux an attractive proxy for iso-
lating dynamic variability in column ozone.
Newman et al. (2001) find strong correlations
between lower stratospheric EP flux and polar
stratospheric temperatures, confirming its util-
ity as a concise dynamical proxy. An additional
advantage is that there should be relatively
little direct feedback between ozone and plane-
tary wave EP fluxes entering the lower strato-
sphere.

The relationship between midlatitude col-
umn ozone and lower stratospheric EP fluxes
(quantified by the 100 mb eddy heat flux, v 0T 0,
as discussed below) is illustrated in Fig. 1,
showing daily time series for two separate
years (1980–1981 and 1987–1988). There is a
systematic ozone increase during midwinter
each year, approximately coincident with the
seasonal maximum in EP fluxes. However, de-
tailed comparisons between these two years
shows substantially larger ozone increase dur-

Fig. 1. Time series of daily column ozone
at 50�N (top curves), together with
daily v 0T 0 in the lower stratosphere
(lower curves). Results are shown for
two years, contrasting 1980–1981 (dark
line) and 1987–1988 (light, dashed
line). The dashed vertical lines denote
the month of January.
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ing January 1981 than in January 1988, and
this is associated with almost twice as much EP
flux in January 1981. Much of this difference in
EP fluxes is due to the stochastic nature of
planetary wave variability, and these two years
were chosen because of their extreme differ-
ences during January. However, the apparent
impact on midlatitude ozone tendencies is dra-
matic, and shows the sensitivity to variability
in planetary wave forcing.

The objective of this study is to quantify the
space-time relationships between column ozone
tendency and lower stratospheric EP flux,
using an updated global record spanning 1979–
2000. The spatial patterns of correlation are
analyzed, together with their seasonal varia-
tion, and results are compared for NH and SH
statistics (which show a high degree of similar-
ity). These correlations demonstrate the impor-
tance of large-scale transport effects on ozone
in the tropics, midlatitudes and polar regions.
We furthermore quantify the effects of inter-
annual changes in EP flux on decadal-scale
ozone trends, based on integrating the ozone
tendencies and isolating the wave forcing ef-
fects (quantified by regression). A key result is
that changes in EP flux contribute a small but
not inconsequential fraction (@20–30%) of ob-
served decadal-scale ‘trends’ in ozone over NH
midlatitudes.

2. Data and analyses

2.1 Ozone
The column ozone data studied here are

derived from a combination of Total Ozone
Mapping Spectrometer (TOMS) and Solar
Backscatter Ultraviolet (SBUV and SBUV/2)
satellite data sets spanning November 1978–
July 2000. These include measurements from
six individual satellite instruments, which have
been combined to provide nearly continuous
global coverage. An external calibration adjust-
ment has been applied to each satellite data
set (derived from temporal overlaps) to obtain
an internally consistent global record. Details
of the merged data set are discussed in Sto-
larski et al. (2002), and the data are available
at http://code916.gsfc.nasa.gov/Data_services/
merged/. In addition to the lack of measure-
ments during polar night (characteristic of
TOMS and SBUV sampling), there are a few
extended periods of missing observations dur-

ing 1993–1995, particularly at high latitudes
(as seen in some of the plots below).

The original data set analyzed here are daily
zonal means. Monthly averages are calculated
simply as an average of all observations for
each month, and deseasonalized anomalies are
calculated by subtracting the mean seasonal
cycle averaged over 1979–2000.

Calculation of monthly ozone tendencies (re-
ferred to throughout this paper as DO3=Dt) is
based on simple differences between the ozone
values on the first of each month, i.e., DO3=Dt
(January) ¼ O3 (February 1) � O3 (January 1).
This is equivalent to the monthly average of
daily tendencies, and is temporally consis-
tent with monthly mean sampling of the EP
flux.

2.2 EP fluxes
A concise measure of the amount of plane-

tary wave activity propagating into the lower
stratosphere is given by the vertical component
of EP flux, which in the quasi-geostrophic
approximation is proportional to the zonally
averaged eddy heat flux v 0T 0 (e.g., Andrews
et al. 1987, Eq. 3.5.6). While details of the
ozone transport and mixing will depend on the
fate of each particular wave event (i.e., propa-
gation to low latitudes or focusing to the pole),
to first approximation it is reasonable to expect
the EP flux entering the lower stratosphere to
be a useful dynamical proxy (Fusco and Salby
1999; Newman et al. 2001). We obtain esti-
mates of v 0T 0 from the NCEP/NCAR reanalyses
(Kalnay et al. 1996), and calculate monthly
means for the period January 1979–July 2000.
We use v 0T 0 at 100 mb, area averaged over 40–
70� in each hemisphere, to provide reference
time series for the ozone tendency correlations
(a single value for each month). This 40–70�

latitude range is where v 0T 0 maximizes in each
hemisphere; virtually identical results are ob-
tained using averages over the entire hemi-
sphere. A discussion of the uncertainty in v 0T 0

statistics in the Northern Hemisphere can
be found in Newman and Nash (2000); com-
parisons of individual monthly means from
different meteorological analyses suggests an
uncertainty of order @15%. Somewhat larger
differences are found comparing v 0T 0 statistics
in the data sparse Southern Hemisphere (as
shown below in Fig. 16), particularly for long-
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term variations, and in this paper we focus on
decadal variability only in the NH.

As a note, it is important to appreciate that
transience in lower stratospheric v 0T 0 occurs
primarily in the form of episodic wave events
throughout winter and spring, with the indi-
vidual events having a time scale of 1–2 weeks
(see Fig. 1). While we choose an analysis here
based on monthly means (for convenience and
comparison to previous work), results for any
particular month will depend on the timing of
individual events, and this is one source of
variability in these results. This is overcome
somewhat by the use of a long record (22 years
of statistics).

3. Climatology and variability of DO3=Dt

The fundamental question here is how much
of the variability of DO3=Dt is related to
changes in v 0T 0, so it is important to under-
stand the variability of DO3=Dt in the observed
record. Figure 2 shows the monthly climatology
of column ozone during 1979–2000, together
with the climatological average ozone tendency
field (DO3=Dt). Column ozone shows the well-
known behavior of minima in the tropics and
maxima in extratropics during the respective
spring in each hemisphere (near the polar cap
in the NH, and over the 40–60� ‘collar’ region
in the SH). The extratropical seasonal cycle
is reflected in the tendencies, with a build-up
of ozone (DO3=Dt > 0) over NH extratropics
during @November–February, and over SH
midlatitudes during @May–September. This is
presumably due to the transport of ozone from
the tropics to high latitudes by the Brewer-
Dobson circulation (v�;w�), plus large-scale
eddy transports (‘ � ~MM in Eq. 1), which max-
imize in each hemisphere during these months.
Tropical ozone variations are furthermore con-
sistent with this picture, as tropical minima
occur during these periods of maximum trans-
port (which is upward in the tropics, acting to
decrease column ozone).

The actual year-to-year variability in DO3=Dt
over 40–50�N is shown in Fig. 3a. While
the overall pattern is similar for each year
(e.g., positive tendencies during November–
February), there is substantial interannual
variability (which translates to observed inter-
annual changes in column ozone). Figure 3b
shows a similar plot illustrating the variability

of monthly mean lower stratospheric v 0T 0 in the
NH. Maximum wave activity is found in the
NH during November–March, lagged approxi-
mately one month compared to the maximum
DO3=Dt at 40–50�N. Similar statistics are
shown for the SH in Fig. 4. In the SH positive
DO3=Dt during @May–September coincides
with somewhat elevated wave activity, but
the strong wave fluxes in SH spring (October–
November) occur when DO3=Dt is small or neg-
ative (suggesting predominant photochemical
control for midlatitude ozone at this time).

An additional interesting feature in Figs. 3–4
is that ozone tendencies at midlatitudes have

Fig. 2. Latitude-time plots of variations
in column ozone (top, units of Dobson
Units), and column ozone tendency
DO3=Dt (bottom, units of Dobson Units/
month), derived from observations over
1979–2000. The heavy dashed line
shows the sub-solar point.
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substantial interannual variance throughout
most of the year, even during times of mini-
mum planetary wave activity (such as May–
July at 40–50�N and January–February at 40–
50�S). Part of this late spring-early summer
ozone variability is likely due to photochemical
relaxation, wherein years with large accumula-
tion of winter–spring ozone experience subse-
quent stronger photochemical losses (as sug-
gested in Fusco and Salby 1999, their Fig. 2).
This relationship is confirmed by the scatter
diagram in Fig. 5, showing a negative correla-
tion at 40–50�N between ozone amount in April
and ozone tendency ðDO3=DtÞ in May (i.e., large

April ozone correlates with strong negative
tendencies in May, and vice-versa). A regres-
sion fit of the midlatitude data in Fig. 5 to a
relaxational form DO3=Dt ¼ � 1

t
� O3

� �
gives an

approximate relaxational time scale t@ 1:5
months; strong negative correlations are also
found in the 60–90� polar cap in summer, with
a somewhat longer inferred t@ 3 months.

4. Correlations between DO3=Dt and v 0T 0

Monthly correlations between the reference
time series v 0T 0 in each hemisphere and
DO3=Dt as a function of latitude are shown in
Fig. 6. Given 22 years of observations (1979–

Fig. 3. (a) Time series of monthly column
ozone tendency DO3=Dt (DU/month)
over 40–50�N, showing overlapping
data for each year during 1979–2000.
(b) Time series of monthly averaged
100 mb NH v 0T 0 (Kms�1) for each year
1979–2000.

Fig. 4. Time series of monthly column
ozone tendency (DU/month) and v 0T 0

(Kms�1) for SH statistics over 1979–
2000. The sign of v 0T 0 (negative in the
SH) is reversed, because the expression
for EP flux contains a (negative) Cori-
olis parameter term.
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2000), correlations which exceed 0.42 are sig-
nificant at the 95% level. Results are shown for
months when the wave activity is large, namely
November–April in the NH (Fig. 6a) and June–
December in the SH (Fig. 6b); note these are
the time periods of positive DO3=Dt in mid-
latitudes (Figs. 3–4). The observed correla-
tions are weak in the NH during November–
December, but become significant between
January and April, during which time a lat-
itudinal see-saw is evident (positive correla-
tions in middle and high latitudes, and nega-
tive in the tropics). The region of positive
correlations moves to polar latitudes in spring
(March–April), so that ozone in midlatitudes
only exhibits significant coherence during
January–February. Figures 7–8 show example
time series at several locations where the cor-
relations are high: January over 40–50�N, and
March over 60–90�N and 20�N-S. The January
time series (Fig. 7) extends the 1979–1993 re-
sults shown in Fusco and Salby (1999). Note
that while the correlations are highly signifi-
cant (and remarkable), the amount of explained
variance in DO3=Dt ðr2Þ is still typically less
than 0.5.

Strong negative correlations are observed in
the tropics in Fig. 6a throughout winter and
spring; the out-of-phase latitudinal behavior
(compared to high latitudes) is a signature
of fluctuations in the stratospheric Brewer-
Dobson circulation. Figure 8b shows time series
of tropical DO3=Dt together with NH v 0T 0 dur-
ing March, showing this correlation. Compar-
isons with polar latitudes (Fig. 8a) show that
the interannual changes in tropical and polar
ozone tendencies are strongly anti-correlated

Fig. 5. Scatter diagram showing rela-
tionship between total ozone amount
(DU) in April and ozone tendency (DU/
month) in May, for statistics over 40–
50�N. The numbers refer to the individ-
ual years, i.e., 79 ¼ 1979. The slope of
the regression fit (dashed line) corre-
sponds to a photochemical relaxational
time scale of@1.5 months.

Fig. 6. Latitudinal structure of correla-
tions between DO3=Dt and v 0T 0 for in-
dividual monthy calculations. Results
in (a) show NH results for each month
November–April (N ¼ November, etc.),
and (b) shows SH statistics for June–
December. The horizontal dashed lines
(at G0.42) denote the 95% confidence
level for these correlations.
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(and coherent with the wave forcing), as shown
previously in Fusco and Salby (1999).

Correlations between ozone tendency and
v 0T 0 in the SH are shown in Fig. 6b (here we
have changed the sign of v 0T 0, which is negative
in the SH, because the expression for EP flux
contains a Coriolis parameter term). The over-
all correlation patterns are very similar to
those in the NH (Fig. 6a), namely: 1) positive
correlations in extratropics and negative corre-
lations in the tropics, and 2) a movement of
the positive correlations from midlatitudes dur-
ing winter (June–August) to the pole in spring
(October–December). Figures 9–10 show time
series over midlatitudes in June and over the
polar cap in October, highlighting a remarkable
coupling between the ozone tendency and dy-
namical forcing. October–November is the time
of strong ozone increase following the Antarctic
ozone hole conditions, which become estab-
lished during September (e.g., Stolarski et al.
1986; Bevilacqua et al. 1997), but prior to vor-
tex break-up (in November–December). The re-
sults in Fig. 10 show that the rate of increase
during October is tightly coupled to the large-
scale wave forcing from the troposphere.

The strong SH polar correlations extend to
the time of vortex break-up and beyond, as
shown for December results in Fig. 11. What is
particularly interesting here is that the ozone

tendency is tightly coupled to relatively small
variability in v 0T 0 (DO3=Dt changes sign for
modest changes in v 0T 0 of only a few K-m/s).
Additionally, there is a relatively strong trend
in DO3=Dt during the 1979–2000 period in Fig.
11, which is likely associated with systematic
changes in the break-up date for the Antarctic
vortex (Waugh et al. 1999). The sense of the
trends is such that the later vortex break-up
during the 1990’s is correlated with enhanced
planetary wave forcing in late spring (more
negative v 0T 0), plus enhanced persistence of
the positive DO3=Dt observed during October–
November (see Fig. 2).

Fig. 7. Time series of DO3=Dt (DU/
month) over 40–50�N in January (solid
line), together with January v 0T 0

(Kms�1—dashed line), for the period
1979–2000.

Fig. 8. Time series of DO3=Dt (solid) and
v 0T 0 (dashed) for NH March statistics.
Results are shown for the polar cap
(60–90�N) in (a), and for the tropics
(20�N-S) in (b); note the v 0T 0 data are
identical in (a)–(b), but the v 0T 0 scale is
inverted in (b).
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As a note, for the locations which exhibit a
strong correlation between DO3=Dt and v 0T 0, it
is possible to extend the relationship to esti-
mate ozone tendencies in the absence of wave
forcing (i.e., where v 0T 0 ¼ 0). Comparison of
this ‘‘zero wave forcing’’ ozone tendency to the
actual observed tendencies then provides an
empirical estimate of the net wave-driven cir-
culation effects on column ozone. Results (not
shown here) demonstrate that the large-scale

circulation acts to reduce ozone in the tropics
(at a rate of order �10 DU/month), and increase
it during winter–spring over mid-latitudes
(Aþ30 DU/month) and over polar regions
(rates up Aþ70 DU/month). These tropical de-
creases and extratropical increases are consis-
tent with the conceptual model of global ozone
transport by the Brewer-Dobson circulation.

5. Observed trends in planetary wave
forcing

In Section 6 we will use the empirically-
derived relationships between ozone change
and wave forcing ðv 0T 0Þ, together with observed
variability in v 0T 0, to estimate decadal trends
in NH midlatitude ozone associated with long-
term changes in v 0T 0. As a prelude to those cal-
culations, however, it is useful to examine the
long-term variability (and trends) in observed
v 0T 0. As noted above, there are substantial un-
certainties in estimates of v 0T 0 and its variabil-
ity, and we address this uncertainty by com-
parison of results based on three independent
data sets: (1) NCEP reanalyses, (2) European
Center for Medium Range Weather Forecasts
(ECMWF) reanalyses (1979–1993) plus opera-
tional analyses (1994–2000), and (3) Climate
Prediction Center (CPC) stratospheric analy-
ses. Our analyses focus on both individual
monthly means, plus the NH winter average
November–March (which spans the active sea-
son, e.g., Fig. 3). We calculate trends using

Fig. 9. Time series of DO3=Dt over 40–
50�S (solid) and v 0T 0 (dashed) for SH
statistics during June 1979–2000.
Ozone data are unavailable for 1993–
1994.

Fig. 10. Time series of DO3=Dt over
Antarctica (60–90�S) (solid) and v 0T 0

(dashed) for SH October statistics dur-
ing 1979–2000.

Fig. 11. Time series of DO3=Dt over 60–
90� (solid) and v 0T 0 (dashed) for SH
December statistics during 1979–1999.
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a standard regression model, assuming each
year’s data are independent.

Time series of the November–March average
NH v 0T 0 are shown in Fig. 12. There is a sig-
nificant degree of interannual variability in
these seasonal means, with values ranging
from @12–16 K-m/s. Overall there is reason-
able agreement between the NCEP, ECMWF
and CPC statistics for these seasonal means,
with differences typically a1 K-m/s (i.e., some-
what less than the ‘natural’ variability). There
is a relative maximum in wave forcing during
the middle 1980’s, and a relative minimum
during the middle 1990’s (accentuated in the
CPC data), so that there is a slight nega-
tive trend for the overall 1979–2000 statistics.
However, as tabulated in Table 1, the 1979–
2000 linear trends are far from statistically
significant based on the NCEP and ECMWF

data, due to the large ‘natural’ interannual
variability in these statistics. The 1979–2000
trends based on the CPC data are just barely
significant at the 2s level.

Trends in NH v 0T 0 for individual months are
shown in Fig. 13 for two time periods (1979–
1992, and 1979–2000), including results from
all three data sources. For the 1979–1992 pe-
riod, trends are highly variable during the win-
ter and far from statistically significant during
any month. For the longer 1979–2000 record, a
more systematic pattern emerges of negative

Fig. 12. Time series of seasonal average
(November–March) NH v 0T 0 during
1978–1979 to 2000–2001. Results are
shown based on three different meteo-
rological data sets, as discussed in text.

Table 1. Trends and one-sigma uncer-
tainties in NH November–March aver-
age v 0T 0. Units are K-m/s per decade.

Fig. 13. Linear trends in monthly sam-
pled NH v 0T 0 statistics for each month
of the year, calculated for the period
1979–1992 (top) and 1979–2000 (bot-
tom). Results for each month are calcu-
lated based on three separate meteoro-
logical analyses. The error bars denote
plus and minus two sigma uncertainty.
Note the shift in axis to place NH win-
ter in the middle of these plots.
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trends during January–February, with weak
positive trends during early winter (Novem-
ber–December). The negative trends during
January are at the edge of (2s) statistical sig-
nificance, while those in February are less than
significant. However, the overall seasonal pat-
tern and magnitudes of trends are similar be-
tween the different data sets, suggesting an
actual decrease in v 0T 0 (in the face of consider-
able natural variability). We note that these
results are consistent with Newman and Nash
(2000), who report negative trends in NH v 0T 0

for statistics covering January–February.
In summary, while winter averaged v 0T 0 sta-

tistics do not exhibit statistically significant
decadal trends, there have been decreases in
NH v 0T 0 during the months of January and
February (for the longer 1979–2000 record).
These January–February trends border on
statistical significance (given a considerable
amount of ‘natural’ interannual variability),
but the consistency over two months (and
agreement between different data sets) suggest
an actual decrease during these midwinter
months. Given the observed correlation be-
tween v 0T 0 and polar stratospheric temper-
atures (Newman et al. 2001), we note that
these midwinter decreases in v 0T 0 are consis-
tent with at least some portion of the contem-
poraneous cooling of the Arctic polar strato-
sphere in spring (Pawson and Naujokat 1999;
Randel and Wu 1999; WMO 1999, Chapter 5).
The degree to which these trends in v 0T 0 influ-
ence midlatitude ozone are explored below.

6. Trends in NH midlatitude ozone
related to planetary wave forcing

In this section we use the empirical correla-
tions between DO3=Dt and v 0T 0 (Section 4), to-
gether with observed interannual variability of
v 0T 0 (Section 5), to estimate decadal-scale ozone
changes associated with ‘trends’ in wave forc-
ing. We focus here on ozone changes over NH
midlatitudes during the months January–
March, when the largest decadal trends are ob-
served (Stolarski et al. 1991; WMO 1999). Our
analyses involve two sets of calculations in-
volving DO3=Dt and v 0T 0: (1) the ozone tendency
is integrated in time to generate ozone time se-
ries (from which trends are calculated), and (2)
step (1) is repeated, but using DO3=Dt regressed
upon v 0T 0 to estimate the direct contribution of

wave forcing. These calculations are explained
in turn below.

As discussed above, there is a build-up of NH
midlatitude column ozone during November–
March of each year. There is substantial year-
to-year variability in this build-up (some of
which is related to the intensity of planetary
wave forcing), but to a large degree the anoma-
lies existing in late spring decrease during the
summer, and ozone returns to approximately
similar values by autumn of each year (Fusco
and Salby 1999). Here we extend this empirical
result by assuming that the ozone anomalies
are identically zero at the beginning of each
winter, and calculate ozone for each year by
simply integrating DO3=Dt during the winter–
spring. Although the observed ozone tendencies
are large during November–March (Fig. 3a),
we integrate the tendencies only for the period
of middle-late winter (January–March). This is
because ozone is uncorrelated with v 0T 0 during
November–December (Fig. 6a), and our aim is
to focus on planetary wave effects. Hence ozone
for January, February and March of each year
is given by:

O3ðtÞ ¼
ðMarch

January

DO3

Dt
� dt: ð1Þ

To reiterate, this calculation assumes that
the ozone anomalies are identically zero at the
beginning of January for each year (i.e., O3

(January 1) ¼ 0), and that any interannual or
long-term changes arise due to variations after
January 1. This is clearly an idealized as-
sumption, but is implicit if changes in v 0T 0

are a causal mechanism for interannual ozone
change.

Figure 14 shows the interannual ozone
anomalies at 50�N from the merged satellite
data, together with the anomalies calculated
from Eq. 1 (with data only for January–March
of each year). This comparison gives a direct
measure of the accuracy of assuming zero ozone
anomalies on January 1 of each year (the
curves would match identically if the observed
January 1 anomalies were used instead). While
there is approximate agreement in Fig. 14 for
some years, there are also several years for
which the correspondence is poor (the correla-
tion between the data sets is 0.58 for the indi-
vidual monthly means, and 0.60 for the Janu-
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ary–March averages). The lack of more detailed
agreement in Fig. 14 demonstrates that ozone
changes prior to January 1 can be a dominant
effect in some years (and hence probably not
directly related to anomalies in wave forcing).

In terms of decadal variability, there is
some approximate agreement between the two
time series in Fig. 14, with generally positive
anomalies prior to @1985, negative anomalies
for several years during the middle 1990’s, and
near-zero values for 1998–2000. Figure 15a
shows linear trends in January–March average
ozone for the period 1979–1992, calculated from
these two time series (i.e., the ‘full’ observed
anomalies, and those calculated from Eq. 1).
These trends were calculated using a standard
regression model (e.g., Stolarski et al. 1991),
and the period 1979–1992 is chosen for com-
parison to Fusco and Salby (1999) (the period
1979–2000 is considered below). The latitudinal
structure of the observed ozone trends follows
the familiar pattern of significant negative
values over @30–60�N, with insignificant
(slightly positive) trends in the tropics. The
trends calculated from Eq. 1 show a similar
latitudinal structure, but shifted somewhat

northward; there is poor agreement over lat-
itudes @25–35�N. However, these results show
that a sizeable fraction of the observed trends
over @35–60�N occur due to anomalous ten-
dencies after January 1, and the north-south
see-saw patterns in ozone trends from Eq. 1 are

Fig. 14. The thin line shows the inter-
annual anomalies in column ozone at
50�N from the merged satellite data
set. The heavy lines show ozone anoma-
lies calculated for January–March of
each year, derived from Eq. 1 (assum-
ing zero anomalies on January 1 of each
year, and then integrating observed
DO3=Dt).

Fig. 15. Latitudinal profile of ozone
trends during January–March for the
period 1979–1992 (top) and 1979–2000
(bottom). The heavy lines show trends
calculated from the merged satellite
data, with two sigma statistical uncer-
tainty levels. The dashed lines show
trends calculated from the ozone re-
sulting from Eq. 1 (assuming zero
anomalies on January 1 of each year).
The thin solid lines are ozone trends
associated with changes in v 0T 0, derived
by regression. See text for details. Un-
certainty levels are similar for all three
calculations, but shown only for the ob-
served trends.
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furthermore suggestive of a link to the large-
scale circulation.

The explicit link between ozone trends and
v 0T 0 is made by integrating the ozone via Eq. 1,
but instead of the ‘full’ DO3=Dt we use the com-
ponent linearly related to v 0T 0, estimated via
regression:

DO3

Dt
¼ a � v 0T 0 þ residual: ð2Þ

The regression coefficient a is derived for each
month (January–March) as a function of lati-
tude (similar to the correlations in Fig. 5), and
then values of DO3=Dt are estimated from these
a and the observed v 0T 0. Trends are calculated
from the resulting January–March ozone time
series, and included in Fig. 15. The results for
1979–1992 show a latitudinal structure similar
to the observed trends, but with a magnitude
approximately @20% of that observed over 35–
60�N. This result is reasonable, given that (1)
only a fraction of the trends arise from tenden-
cies after January 1, and (2) only a fraction of
DO3=Dt is linearly related to v 0T 0 during this
time (Fig. 6a).

Figure 15b shows similar trend diagnostics
calculated for the period 1979–2000. The lat-
itudinal structure of the observed trends is
similar to the 1979–1992 period, but with re-
duced magnitudes (due to the ‘rebound’ in
ozone after @1998 seen in Fig. 14). For the
1979–2000 period the January–March ozone
trends directly related to v 0T 0 have a magni-
tude of approximately �1% per decade over 35–
60�N, and this is about 30% of the total trends
over this latitude range. The slight fractional
increase of the EP flux component over the
1979–1992 statistics is probably due to some-
what stronger v 0T 0 trends during January–
February for the 1979–2000 period (Fig. 13).
However, the v 0T 0 component is still a rela-
tively small fraction of the total. Overall, these
direct trend calculations suggest that approxi-
mately 20–30% of the observed NH midlatitude
(35–60�N) ozone trends during the last two
decades are directly attributable to changes in
v 0T 0.

Similar calculations of interannual variabil-
ity in the SH are problematic because of un-
certainties in the estimated EP fluxes. Figure
16 shows time series of deseasonalized anoma-
lies in v 0T 0 for both the NH and SH (over 40–

70�N and 40–70�S), comparing statistics de-
rived from NCEP reanalyses with those from
ECMWF (a combination of reanalyses over
1979–1993, plus operational analyses for 1994–
2000). The comparisons in Fig. 16 show excel-
lent agreement in the NH (rms differences of
@10%), but significant differences in the SH.
These uncertainties in derived eddy fluxes are
probably related to the lack of a dense radio-
sonde network in the midlatitudes SH. Fur-
thermore, the NCEP data show a decadal-scale
trend in SH EP fluxes (increase in v 0T 0 between
the 1980’s and 1990’s), whereas the ECMWF
statistics do not. These different low frequency
variations in NCEP or ECMWF v 0T 0 SH statis-
tics result in significantly different estimated
dynamical trends in ozone. Because of these
uncertainties, reliable estimates of decadal-
scale dynamical changes in the SH are not pos-
sible at present.

7. Summary and discussion

We have used a long observational record
(1979–2000) to quantify the monthly and lat-
itudinal patterns of correlation between column

Fig. 16. Time series of deseasonalized in-
terannual anomalies in v 0T 0 (Kms�1) in
the NH (top) and SH (bottom), based
on statistics derived from the NCEP/
NCAR reanalyses (solid lines) and
ECMWF reanalyses and operational
data (dashed lines). Note the inverted
scale for the SH statistics; negative val-
ues correspond to stronger v 0T 0. Overall
there is good agreement in the NH, but
significant differences in the SH.
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ozone tendency and the EP flux entering the
lower stratosphere. While column ozone is
expected to respond to dynamical variability
over a range of altitudes, there are remarkably
strong correlations found using a single dy-
namical proxy as a measure of the large scale
stratospheric circulation (v 0T 0 at 100 mb). The
overall patterns of correlation between v 0T 0

and DO3=Dt are similar between hemispheres,
showing: 1) a latitudinal see-saw, with nega-
tive correlations in the tropics and positive
values in high latitudes, and 2) a movement
of the positive correlations to polar latitudes
in spring. Somewhat surprising is the lack of
strong correlations in the NH mid latitudes
during autumn (November–December), when
strong positive ozone tendencies are thought to
result from wave-driven transport effects.

The strong correlations observed in polar
regions (Figs. 8a and 10) demonstrate that
large-scale circulation effects are a primary
factor in polar ozone change during spring (un-
fortunately the TOMS/SBUV data do not allow
polar analyses during midwinter). Changes in
Arctic ozone during spring (March–April) are
highly correlated with wave forcing, and fur-
thermore the rate of recovery of the Antarc-
tic ozone hole during October–November is
strongly modulated by dynamics. These polar
correlations extend well into late spring-early
summer (May in the NH and January in the
SH). The overall sensitivity of polar ozone to
relatively small changes in wave driving is
remarkable (for example, see Fig. 11); this is
likely related to geometry of the converging
Brewer-Dobson circulation over the pole. Note
that the relationship to circulation effects
quantified here does not minimize the impor-
tance of springtime polar chemistry, which is
known to contribute substantial (additional)
interannual variability (e.g., Chipperfield and
Pyle 1998). Photochemical relaxation is a fur-
ther source of variance in DO3=Dt during spring
and summer, as evidenced by anticorrelation
with ozone itself (Fig. 5).

We have furthermore used the observed cor-
relations between ozone tendency and v 0T 0, to-
gether with observed interannual variations
in v 0T 0, to directly estimate components of
ozone ‘trends’ attributable to long-term changes
in wave forcing. Observed trends in NH wave
forcing ðv 0T 0Þ show small and insignificant

changes for the period 1979–1992, but for the
longer period 1979–2000 there are systematic
decreases during January and February, which
border on statistical significance. The calcu-
lations here suggest that these interannual
changes in stratospheric wave forcing are asso-
ciated with relatively modest decadal-scale
ozone changes, (column ozone trends of order
�1% per decade). Direct calculation of the
ozone trends during the period 1979–1992
shows that wave forcing accounts for @20% of
the observed trends over 35–60�N, while for
the longer record 1979–2000 the fraction is
slightly larger (@30%). The significant ozone
trends evident over @25–35�N do not have an
important contribution related to the EP flux.
Thus the direct effects of EP flux changes on
decadal ozone trends appears limited to @20–
30% over middle to high latitudes, and less on a
hemispheric average.
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